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Abstract

In the last decades, the volume of online resources, especially text,
has increased at a magnificent speed. How to extract information

efficiently from that data becomes an exciting research topic.

In this thesis, we set out to investigate the task of relation extraction.
In particular, we only concern about the relation classification step

for binary relations.

We conducted experiments with various settings, using BERT as the
word representation. Wealso tested the idea of assigning "no relation”

detection to a separate classifier.

Overall, the single-classifier architecture yields the best performance.
On the SemEval 2010 Task 8 dataset, it achieved the F1 score of
90.12%, and on the GDS dataset, it reached the average precision
score of 85.05%. The duo classifier architecture does not fall far behind
(89.98% F1 on the SemEval dataset).

Keywords: natural language processing, relation extraction, super-
wised machine learning, BERT, SemFEval 2010 Task 8 dataset, GDS

dataset
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Chapter 1

Introduction

1.1 Motivations

A massive amount of unstructured web-based electronic text exists, including
news, forums, email messages, government records, chat logs, and many more.
How could a human be helped in understanding all that data? One of the popular
ideas, if not the most, is to convert unstructured text to structured data by an-
notating semantic relation in the text. This task is known as relation extraction.

For example, from the following sentence:

In May 2002, Elon Musk founded SpaceX, an aerospace manufacturer

and space transport services company.

we can get the relation FounderOf(Elon Musk, SpaceX)

The sheer volume and diversity of data, however, make annotation impossible
for humans. Rather, we would like to have a computer annotate all data with
the structure of our interest, typically the relations between entities, such as
organization, date time, location, and person.

The whole relation extraction process is no trivial task. Complex semantic
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property needs to be understood by the computer in order to make a correct
annotation. Therefore, extracting semantic relations between entities in natural
language text is a crucial step towards natural language understanding applica-

tions. [§]

1.2 Context of the thesis

To extract relations from texts, first of all, the entities needed to be identified.
With current state-of-the-art named entities recognizer (NER), data can be la-
beled automatically with high accuracy. In this thesis, we only concern about
the next step: recognizing the relations between the entities.

Since the number of possible relations between entities is vast, this thesis’s
scope only covers several predefined common relations.

We would like to further narrow our interest down to binary relations only.
A binary relation is a relation that involves precisely two entities. Consider the

following example:

Markus Persson, the creator of Minecraft, left Mojang after Mi-

crosoft’s acquisition of the company in 2014.

Aquisition(Microsoft, Mojang) is a binary relation while Aquisition Year(Microsoft,
Minecraft, 2014) is not.

In the above example, we can also see another relation: Creator(Markus Pers-
son, Minecraft). Extracting all relations in one pass is out of the thesis’s scope
as it will significantly complicate the problem.

To summarize, we expect the input sentences to have exactly two annotated
entities. Sentences with more than one pair of entities have to be cloned; each
entity pair is annotated in an independent duplication of the sentence. Our model

will classify the pairs into predefined classes (including the "not related” relation).
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1.3 Overview of the thesis

This thesis consists of five chapters:

e Chapter 1 - Introduction, which introduces the readers to the motivations

and context of the thesis.
o Chapter 2 - Literature review, which gives an overview of relevant studies.
e Chapter 3 - Methodology, in which an approach to the problem is proposed.

o Chapter J - Results and discussion, which presents the model performance

on two datasets and discusses the result.

o Chapter 5 - Conclusion, which summarizes the whole thesis.



Chapter 2

Literature review

2.1 Overview of relation extraction

Event extraction has been quite well studied. Generally, there are three ap-

proaches [9]:

e Data-driven approaches: aim to convert data to knowledge through the

usage of statistics, machine learning, linear algebra, etc.

e Expert knowledge-driven methods: extract knowledge through representa-
tion and exploitation of expert knowledge, usually by means of pattern-

based approaches.

e Hybrid approaches: combine the above methods.

Data-driven methods require many data and little domain knowledge and ex-
pertise while having low interpretability. Conversely, for knowledge-based relation
extraction, little data is required, but domain knowledge and expertise are needed.
These approaches generally offer higher traceability of the results. Finally, hy-

brid approaches seem to be a compromise between data and knowledge-driven
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approaches, requiring a medium amount of data and domain knowledge and of-
fering medium interpretability. However, it should be noted that the amount of

expertise needed is high since multiple techniques are combined. [9]

2.2 Relation extraction with supervised machine
learning

Generally, relation extraction with supervised machine learning fits into the cat-
egory of data-driven methods. We can further divide them into three major

approaches: RNN-based, CNN-based, and dependency-based.

2.2.1 RNN-based approaches

Recurrent Neural Network (RNN) is one of the most common choices, if not the
most, for natural language processing (NLP). The reason is simple: to understand
a word, a model needs to understand its surrounding context, and RNNs do just
that. When processing a word, RNNs not only look at the target but also consider
the network’s previous state.

RNN-based approaches have been relatively well studied. Here, only some
recent outstanding researches are highlighted.

Zhang et al. in their paper in 2015 proposed a common framework for relation
extraction using RNN, which, despite its simplicity, yields promising results [10].

Miwa and Bansal enhanced the traditional Long-Short Term Memory (LSTM)
network by stacking bidirectional tree-structured LSTMs on bidirectional sequen-
tial LSTMs. This enables their model to capture both word sequence and depen-
dency tree substructure information. Both entities and relations can be jointly

represented with shared parameters in a single model [11].
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Other authors tried to incorporate attention mechanism to RNN networks.
Some influential papers are ” Attention-Based Bidirectional Long Short-Term
Memory Networks for Relation Classification” (Zhou et al. 2016), ”Semantic Re-
lation Classification via Hierarchical Recurrent Neural Network with Attention”
(Xiao and Liu 2016), and ”Semantic Relation Classification via Bidirectional
LSTM Networks with Entity-aware Attention using Latent Entity Typing” (Lee
et al. 2019).

We shall review one instance of RNN, Gated Recurrent Unit (GRU), in session

2.4 as it appears in our experiment.

2.2.2 CNN-based approaches

Convolutional Neural Network (CNN) is most commonly applied to analyzing
visual imagery. However, it has found its way to Natural Language Processing in
the last decade and has proved to be a robust method rather than just a novel
idea. A basic use of CNN for the sentence classification task can be found in
Figure 2.1.

We would like to highlight a few recent papers with this approach.

Zeng et al. (2014) proposed a model using CNN to extract lexical and sentence
level features. These two-level features are concatenated and fed into a softmax
classifier to predict the relationship between two marked nouns [12].

In their paper in 2016, Shen and Huang proposed a model that makes full
use of word embedding, part-of-speech tag embedding, and position embedding
information. Word level attention mechanism is applied to better determine
which parts of the sentence are most influential with respect to the two entities

of interest [13].
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Figure 2.1: Illustration of a Convolutional Neural Network (CNN) architecture
for sentence classification. [1]
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2.2.3 Dependency-based approach

Semantic dependency parsing has been frequently used to dissect sentence and to
capture word semantic information close in context but far in sentence distance.

To extract the relationship between two entities, the most direct approach is
to use Shortest Dependency Path (SDP). The motivation of using SDP is based
on the observation that the SDP between entities usually contains the necessary
information to identify their relationship.

With the paper ”A shortest path dependency kernel for relation extraction”
in 2005, Bunescu et al. laid a solid framework for this approach. An enhanced
version of the shortest path dependency, called Augmented Dependency Path, was
introduced by Liu et al (2015).

Besides that, there have been numerous attempts to integrate path depen-
dency to RNNs and CNNs, notably are works by Yan et al. (2015) and Cai et al.
(2016).

2.3 Word representation

For machine learning models to interpret words, they need some form of numeric
representation that models may use in their computation. This section will give

an overview of this task.

2.3.1 Traditional context free approach
2.3.1.1 One Hot Encoding

Also known as Bag of words, in this approach, each element in the vector corre-
sponds to a unique word or n-gram (token) in the corpus vocabulary. If the token

appears in the document, the element is marked as 1, otherwise a 0.
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An apparent drawback to this method is that it does not represent any idea,

meaning, or word similarity within the vectors.

2.3.1.2 TF-IDF

TF-IDF, or Term frequency-inverse document frequency, is a statistical measure
to evaluate the importance of a word to a document in a corpus. This importance
is directly proportional to the number of times a word appears in the document
but is offset by the number of documents in the corpus that contain that word.
14]

In formal mathematical terms, the TF-IDF score for the word ¢ in document

d from the document set D is calculated as follows:

tfidf (t, dv D) = tf(t,d) - idf (¢, D)

Where
tf(t,d) =log (1+log(t,d))

' N
zdf<t,D) = log <count(d cD:te d))

In this approach, instead of filling the document vectors with the raw count
(like in the Bag of words approach), we fill it with the TF-IDF score of the term
for that document.

Even though TF-IDF representations provide weights to different words, they

are unable to capture the word meaning.

2.3.1.3 Word Embeddings

Besides the inability to capture word semantics, another major drawback of both
of the above approaches is that as the vocabulary size increases, so does the size

of the vector representing the document. The result is a matrix with lots of zeros
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(a parse matrix), demanding more memory and computational resources during
modeling.

Neural Word embedding solves both the deficiencies — achieving a reduction
in dimensional space using dense representations and a more expressive represen-
tation using semantic similarity.

A word embedding is a learned representation (real-valued vectors) for text

where terms of the same meaning are expressed similarly.

Canada Spain .
walked e ’,«. .‘
Turk;y .‘ .’ Rome
o Ottawa Madrid Germany
o . [
Russia .
Ankara .‘,
."’ Berlin
Moscow
Vietnam
) i China
."’ o8 o
Tokyo »
Hanoi .
Beijing
Male-Female Verb Tense Country-Capital

Figure 2.2: Embeddings can produce remarkable analogies [2]

The key to this method is the idea of using a densely distributed representation
for each word. Each word is represented by a real-valued vector, often tens
or hundreds of dimensions. This is contrasted to the thousands or millions of
dimensions required for sparse word representations, such as a one-hot encoding.
14]

The two most popular word embeddings are Word2Vec and GloVe, which
are both unsupervised approaches based on the distributional hypothesis (words
that occur in the same contexts tend to have similar meanings) [15]. We shall

not discuss these two in more detail here as they are not of our interest.

10
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2.3.2 Pretrained Language model
2.3.2.1 The context free word representations limitations

The context-free word representations presume that the meaning of a word is
relatively stable across sentences, which is not the case. We have to be aware
of considerable variations in meaning for one single word. For example, left (as
the opposite to right) and left (the past tense of leave); or spring (a season) and
spring (coiled metal)

Traditional word vectors are shallow representations (a single layer of weights),
and incorporate prior knowledge only into the model’s first layer. The remainder
of the network is yet to be trained on a specific objective task from scratch.

A computer vision model initialized with pre-trained representations can rec-
ognize only edges - they will be helpful for many tasks, but they fail to capture
higher-level information that might be even more useful. Similarly, word embed-
dings are useful in only capturing semantic meanings of words, but we also need
to understand higher-level concepts such as anaphora, long-term dependencies,

agreement, negation, and many more. [14]

2.3.2.2 Pretrained language model

The philosophy behind pre-trained language models is to create word represen-
tations that understand the language (i.e., not only word meanings but also
dependencies, anaphora). It can then be asked to do any specific task in that
language. The idea is to create the machine equivalent of a ”well-read” human
being.

Since the introduction of pre-trained language models, practical applications
of natural language processing have been substantially cheaper, quicker, and more

straightforward due to their transfer learning capabilities.

11
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Using pre-trained language models is one of today’s most exciting directions
for NLP and lots of papers recently explore transfer learning. Here we want to

highlight three research papers [16] that are at the core of this latest NLP trend:

o ULMF:iT - Universal Language Model Fine-Tuning method, is likely the
first effective approach to fine-tuning the language model. The authors
demonstrate the importance of several novel techniques, including discrimi-
native fine-tuning, slanted triangular learning rate, and gradual unfreezing,
for retaining previous knowledge and avoiding catastrophic forgetting dur-

ing fine-tuning. [17]

e ELMo word representations, or Embeddings from Language Models, are
generated in a way to take the entire context into consideration. In parti-
cular, they are created as a weighted sum of the internal states of a deep
bi-directional language model (bililM), pre-trained on a large text corpus.
Furthermore, ELMo representations are based on characters so that the

network can understand even out-of-vocabulary tokens unseen in training.

[18]

e BERT, or Bidirectional Encoder Representations from Transformers, is a
new cutting-edge model that considers the context from both the left and

the right sides of each word. [4]

We will discuss BERT further in the next section as it is used in our model.

2.3.2.3 BERT

Created and published in 2018 by engineers at Google, BERT has help achieved
new state-of-the-art results in many common benchmarks like GLUE, SQuAD,

SWAG [4]. So how is this model able to make such a breakthrough? A quote

12
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from the team developed BERT would be a brief and precise description of this
model: [3]:

BERT stands for Bidirectional Encoder Representations from Trans-
formers. It is designed to pre-train deep bidirectional representations
from unlabeled text by jointly conditioning on both left and right con-
text. As a result, the pre-trained BERT model can be fine-tuned with
just one additional output layer to create state-of-the-art models for a

wide range of NLP tasks.

Architecture
BERT architecture builds on top of Transformer [4]. To be more precise, it
consists of multiple Transformer encoders stack on top of each other. BERT’s

authors published two variants along with the paper:

e BERT Base: 12 layers, 12 attention heads, hidden size 768 and 110 million

parameters

e BERT Large: 24 layers, 16 attention heads, hidden size 1024 and 340 million

parameters
24 e B
12 [ ENCODER )

4 ENCODER
12 ENCODER

’ ’ [ o J
2 ENCODER 2 ENCODER 1 [ ENCODER J
1 ENCODER 1 ENCODER 11 20 3| a4 512

[CLS;
BERTgAse BERTarGE BERTsgase

Figure 2.3: BERT architecture [3]

13



2.3 Word representation

Pretraining tasks

BERT is trained with 2 pretraining task: masked language model and next
sentence prediction.

Masked language model. The researchers randomly masked 15% of the words,

in which:
e 80% of the time the words were replaced with the masked token [MASK]

e 10% of the time the words were replaced with random words

e 10% of the time the words were left unchanged

BERT is trained to predict the masked tokens.

Next sentence prediction. Additionally, BERT is also trained on the task of
Next Sentence Prediction. Given two sentences — A and B, is B the actual next
sentence that comes after A _in the corpus, or just a random sentence? In this
training, 50% sentence pairs are continuous sentences.

Input

First a sentence is tokenized. BERT uses WordPeice tokenizer, which not only
breaks a sentence into words but also breaks a word into sub-words. For example,
“unfortunately” can be split as "un” + 7 ##fortun” + " H##ate” + " H#H#ly” (here
the ”##” prefix denotes a sub-word).

Three special tokens are used for markup:

e [CLS]: marks the beginning of the input
e [SEP]: marks the end of the input and separate the first and second sentence

e [PAD]: used for padding at the end if the number of tokens is less than the

maximum input size

The actual input of BERT is the combination of the three following embed-
dings:

14
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Figure 2.4: Bert embedding [4]

e Token Embeddings: These are the embeddings learned for the specific token
from the WordPiece token vocabulary of more than 30000.

e Segment Embeddings: BERT can also take sentence pairs as inputs for
tasks (Question-Answering). That’s why it learns a unique embedding for
the first and the second sentences to help the model distinguish between
them. In the above example, all the tokens marked as EA belong to sentence

A (and similarly for EB).

e Position Embeddings: BERT learns and uses positional embeddings to ex-
press the position of words in a sentence. These are added to overcome
the limitation of Transformer which, unlike an RNN, is not able to capture

“sequence” or “order” information.

Output
For each token, including [PAD], [SEP] and [CLS], BERT outputs a vector of
a pre-configured hidden size. The output vector corresponds to the [CLS] special

token is used for prediction tasks.

15
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2.3.2.4 DistilBERT

While BERT and its variants perform really well in downstream tasks, their huge
sizes pose significant restrictions in applications.

To tackle this problem, many approaches have been proposed, such as quan-
tization (approximating the weights of a network with a smaller precision) and
weights pruning (removing some connections in the network).

Researchers of the Transformer library decided to use distillation: a technique
where a large model, called the teacher, can be compressed into a smaller model
called the student.

In the teacher-student training, we train a student network to mimic the full
output distribution of the teacher network (its knowledge).

Rather than training with a cross-entropy over the hard targets (one-hot en-
coding of the goal class), we transfer the knowledge from the teacher to the
student with a cross-entropy over the soft targets (probabilities of the teacher).

Concretely, the loss function is calculated as follows [19]:
L=-— Zti -log(s;)

Where t; and s; are the logits from the teacher and student respectively.

The authors also used a few training tricks from the recent RoBERTa paper:
using large batches (up to 4000) to leverage gradient accumulation, dynamic
masking, and removed the next sentence prediction objective.

DistilBERT was trained on eight 16GB V100 GPUs for approximately three
and a half days using the concatenation of Toronto Book Corpus and English
Wikipedia (same data as original BERT).

Finally, the authors compared the performance of DistilBERT on the develop-
ment sets of the GLUE benchmark against BERT base (DistilBERT’s teacher).

16



2.4 GRU networks

DistilBERT performs surprisingly well to BERT: they can retain more than 95%
of the performance while having 40% fewer parameters. In terms of inference

time, DistilBERT is more than 60% faster than BERT. [19]

2.4 GRU networks

In this section, we shall review GRU - one of the building block of our model.
GRU, or Gated Recurrent Unit, was introduced by Cho et al. in 2014. GRU
network overview is as follows:

h

t-1 t A s

h o hey t t+1

t-1 *t £t

Figure 2.5: Overview of GRU [5]

As can be seen from the diagram, the output when processing ¢t — 1** token,
hi_1, is used as an input when processing the next word z;.

Figure 2.6 provides a closer look at the GRU cell.

The red box is called the update gate. The update gate helps the model to
determine how much of the past information (from previous time steps) needs to
be passed along to the future.

On the opposite, there is forget gate (the blue box). Essentially, this gate is
used from the model to decide how much of the past information to forget.

Bidirectional GRU

17
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Figure 2.6: Detail of GRU cell [5]
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One of the largest limitations of GRU is that it fails to capture the context
of the words following the currently processed target. This drawback is built
into GRU architecture itself: only the previous words output are used, not the
upcoming words’.

To address this problem, a variant of GRU is introduced: Bidirectional GRU.
Bidirectional GRU consists of two independent GRU networks; one processes the
sentence in the usual order and one processes in reverse order. Their result is

then concatenated word-wise.

<:}<—A'< A' < A' e A'4—
@ A, A —25 A A 4, A >@

(o)

Figure 2.7: Bidirectional GRU [6]
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Chapter 3

Methodology

Summary

This session gives a high-level description of the proposed model.

For this thesis, a variety of architectures have been tested. They fit into two
categories: ones with a single classifier and ones with duo classifiers.

The first architecture is pretty straight forward. It consists of only one clas-

sifier, which can recognize both the "not-related” and other relations.

Raw sentences 4>{ Preprocessor H Relation classifier

Mot related Relation A Relation B Relation C

Figure 3.1: Single classifier architecture

The second architecture comprises two sub-modules: a binary classifier, which

picks out sentences whose subject and object have no relations, and a multi-class
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3.1 Preprocessing

classifier that further groups the remaining sentences. The two sub-modules are
trained and fine-tuned separately. The best variant of each are then combined

and evaluated on the official test set.

Yes
Raw sentences 4>{ Preprocessor H Binary classifier Relation classifier
J”" ' Voo

Mot related Relation A Relation B Relation C

Figure 3.2: Duo classifiers architecture

3.1 Preprocessing

To mark the entities for relation-extraction, four special characters are introduced.
Subjects are wrapped in square brackets [ |, while objects are wrapped in curly
brackets { }. Next, the sentence is broken into words and sub-words by the Word
Pierce tokenizer. Special tokens ([CLS], [SEP], [PAD]) are then added. Note that
as we do not train for the Next sentence prediction task, we do not need to provide
the segment embeddings, and we only add [SEP] at the end of the sentence, right
before the paddings. Finally, the whole token sequence is converted to vocabulary
ids.

Sentences longer than model maximum input size (512, including special to-
kens) are truncated. If either the subject or the object is in the truncated parts,
the sentence is skipped.

Labels are encoded into integers via a simple one-to-one mapping. In the duo
classifiers architecture, some further processing is required. In particular, for the
binary classifier, the "not-related” label is 0, and other labels are converted to

1. All the "not-related” sentences are removed from the training data set of the
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3.1 Preprocessing

[CLS]

100

relation classifier.

[ Alan

[ Alan

6835 | 6354

Sentence: Alan Turing was born in Maida Vale in 1912,
Subject : Alan Turing
Object : Maida Vale

Mark subject & object

—

[ Alan Turing ] was born in { Maida Vale } in 1912, ‘

Turing

Turing

5435

Tokenize
Maida | Vale I} in 1912

] was | bomn | in

Add special tokens

==

] |was bom | in | { |Mada| vale ) in 1912 | . |[SEP]|[PAD] |[PAD]

@ Convert to vocabulary ids

1234 | 9684 56226 12940 2456 BG6DH4 23455 36562 7854 | 9720 33894 | 101 0 0

Figure 3.3: Example for pre-processing a sentence

For BERT to work efficiently, for each sentence an attention mask should be

provided. Each padding token in the sentences corresponds to a 0 in the attention

mask and each remaining token corresponds to a 1.

We also created a training dataset with duplicated sentences. To be more

specific, we cloned every sentence in the "not-related” class and swapped the

object and subject annotations in one of the clones. For example, the sentence

In May 2002, [ Elon Musk | founded { SpaceX }, an aerospace man-

ufacturer and space transport services company.

would have the clone

In May 2002, { Elon Musk } founded [ SpaceX |, an aerospace man-

ufacturer and space transport services company.

22



3.2 Smart batching

3.2 Smart batching

In our experiments, a technique calls ”Smart batching” is applied to boost the
model’s speed and reduce the memory footprint.

This technique, proposed by Michaél Benesty in an online article [20], actu-
ally a combination of two well-known techniques: dynamic padding and uniform
length batching.

Traditional fixed length padding

Neural networks only work with fixed length matrices, but not all sentences
have the same length. A straight forward solution would be adding pad tokens

to short sentences to have the same length as the longest one.

Fixed Padding Length (standard approach)

9 10 11 12 13 14

1 _ indic [PAD] [PAD] [PAD] [PAD] [PAD] [PAD]

2 i mm umu] "ﬁg [PAD]  [PAD] [PAD]  [PAD]  [PAD] Batch 14
3 mmm—— “{PADI_[PAD] (PAD]__[PAD] [PAD] |  Length:

4 & es |_visi : [PAD]

5 > .

6 [PAD]  [PAD]  [PAD] Batch 14
7 I PAD]  [PAD]  [PAD]  [PAD] Length:

8 . [PAD] [PAD] [PAD] [PAD] [PAD]

9 [PAD] [PAD] [PAD] [PAD] [PAD] [PAD]

10 . Batch

1 - [PAD]  [PAD]  [PAD]  [PAD]  [PAD] Length: L

Figure 3.4: Example fix length padding [7]

The problem in this approach is that we would waste computational power
on unnecessary padding tokens.

Dynamic padding

Instead of setting a fixed length for all sentences in the whole dataset, we can
set a fixed length independently for each batch.

In a patch, every sentence is padded to the length of the longest sentence

among them, not the global longest sentence.

23



3.2 Smart batching

"Dynamic Padding"

1 2 3 4 5 6 7 8 9 10 1 12 13 14

[PAD]  [PAD]  [PAD]  [PAD]  [PAD]  [PAD]

[pesio] e |de [ sovor| st | oin | ton | o | | ou | e | o »
_m—- [PAD]  [PAD] [PAD] [PAD] [PAD] [PAD] [PAD] [PAD]

1 [PAD] [PAD] [PAD] [PAD] [PAD]

2 [PAD]  [PAD] [PAD] Batch 13
3 [PAD]  [PAD] [PAD] Length:

4 -

5 _ iffé - .

6 mmm—- PAD]__[PAD] PAD]  [PaD] Batch .
7 . N NN Pan]  [PaD]  [PAD] Length:

8 [PAD]  [PAD]  [PAD] [PAD]  [PAD]

9

10

1

Length:

-
~N

Figure 3.5: Example dynamic length padding [7]

Uniform length padding

We push the dynamic padding one step further: first, we will sort all sentences
by their lengths, then pack consecutive sentences to the same batch. This will
ensure that sentences with similar lengths are processed together, reducing the

number of [PAD] tokens needed.

Vietnamese - German University

"Uniform Length Batching"

0

1 Batch 7
2 Length:

3

4

5 Batch

6 Length: 10
7

8

9 Batch

10 Length: L

-
=1

Figure 3.6: Example uniform length padding [7]

To ensure randomness when creating batches, we do not pack batches from
the beginning but from random positions. The ”smart batching” technique is
described in Algorithm 1.

In our experiments, ”"Smart batching” actually sped up the training process

three folds while reducing the memory footprint by half.
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3.2 Smart batching

Algorithm 1 Smart batching

Require: sentences
Require: batchSize
batches < Array()
while sentences.length > 0 do
if sentences.length < batchSize then
tdr 0
else
idx < randomIntegerInRange(0,sentences.length — batchSize)
end if
batch < sentences[idz : idx + batchSize]
maxLen < max Length(batch)
for all sentence in batch do
padSentenceT oLength(sentence, maxLen)
end for
batches.append(batch)
end while
return batches

25



3.3 Classifiers

3.3 Classifiers

For each classifier, we experimented with five models. These five share two things:

they all start with the BERT model and end with a linear layer (dense layer).

3.3.1 Using every token’s embedding (ALL TOKENS)

| Result |

ﬁ

Dense layer

ﬁ
- (e - []-
ﬁ

concatenats

[CLS] Subject Object

Figure 3.7: The model using every token’s embedding

This probably is the most simple model of the five. After passing a sentence to

BERT, every output vectors are concatenated into a single vector. This vector is
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3.3 Classifiers

then connected to another dense layer before the final result is inferred.

3.3.2 Using the mean of every token’s embedding (M EAN)

| Result |

T
EEEE

mean

[CLS] Subject Object

Figure 3.8: The model using the mean of every token’s embedding

This model is quite similar to the one above. The difference is that instead of
BERT output’s concatenation, their mean vector is used.
The motivation for this approach is to use all of BERT’s output as in the last

approach while keeping the model to a reasonable size.
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3.3 Classifiers

3.3.3 Using only [CLS] token’s embedding (C'LS)

| Result |

T

Dense
layer
BERT
BN EEEEN HEEEEEN
[CLS] Subject Object

Figure 3.9: The model using only [CLS]| token’s embedding

In this model, after passing the whole sentence to BERT, only the output of the
[CLS] token (the first token) is kept and passed to a dense layer.

The reason why only the [CLS]| token is used is pretty straight forwards. In the
original BERT’s training task, the [CLS] token output is used for Next sentence
prediction. Therefore, BERT s output of this token can, to some extent, capture

the meaning of the whole sentence.
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3.3 Classifiers

3.3.4 Using the embeddings of [CLS] token, subject and
object (CLS_ENT)
A more sophisticated version of the last presented model. Not only [CLS]’s cor-

responding vector is used but also the subject’s and object’s. By adding these

vectors, the model can work in a richer context.

| Result |

Dense
layer

[CLS] Subject Object

Figure 3.10: The model using every token’s embedding

To be more concrete, for every token in the subject, their BERT’s output
is taken. We then calculate their mean and pass to a dense layer. A similar

procedure is carried out on the object and the [CLS] token. The three output
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3.3 Classifiers

vectors are concatenated and used to determine the final result.

3.3.5 Using GRU network (GRU)

| Result |

ﬁ

Dense layer

ﬁ
L-LIT T T -1 T -ty -
ﬁ

concatcentrate

0 R v
g8 N

H H H GRU backward output

‘ Bidirectional GRU ‘

[CLS] Subject Object

Figure 3.11: The model using GRU network

One of the most common approaches to sentence classification is to use RNNs.

In this model, the BERT’s output is passed into a bidirectional GRU network.
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3.4 Training process

The output is then concatenated and fed into a dense layer.

3.4 Training process

AdamW, a variant of the Adam algorithm, is chosen as the optimizer for the
model.
The initial learning rate is 0.00002 and is reduced every epoch.

We performed hyper-parameter tuning on the following variables:

e BERT variant (BERT-base, BERT-large, distilBERT, RoBERTa)
e Batch size

e Dense layers sizes

e Dropout for dense layers

e Activation function

e Learning rate reduction speed

e Number of training epochs

In the binary classifier, the discrimination thresholds that yield the highest
accuracy and F1 score are recorded. Testing is performed on both of these thresh-
olds.

For each configuration, we trained and tested four times and averaged the
results. This is quite a small sample, but we had to compromise due to the time
and resources limitation. Finally, we re-ran the best configuration 20 times to

ensure that the outcomes are reproducible.
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Chapter 4

Results and discussion

4.1 Datasets

4.1.1 SemEval 2010 Task 8 dataset

SemEval (Semantic Evaluation) is an ongoing series of evaluations of computa-
tional semantic analysis systems; it evolved from the Senseval word sense eval-
uation series. The evaluations are intended to explore the nature of meaning in
language.

Started in 1998, as of 2020, SemEval has organized ten workshops. The fifth
one took place in Uppsala (Sweden) in 2010. This workshop had 18 tasks in
total, covering a wide range of natural language processing fields. In task 8, the
participants were asked to classify pairs of words into semantic relations classes.

The dataset consists of 8000 sentences for training and 2717 sentences for
testing. In each sentence, the two target words are marked with <el> </el> and
<e2> </e2> notations. These 10717 sentences belong to nine actual semantic

9

relation classes and one ” Other” class.

Note that except for the ”Other” relation, these semantic relations are di-
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4.1 Datasets

rectional, i.e., Relation(A, B) is not the same as Relation(B, A). Therefore, we

have 19 classes in total.

r17.5

1750 4

F15.0

1500 4

r12.5

1250 4

I 10.0
1000

sentences
percent

750

500

250 4

Figure 4.1: SemEval 2010 task 8 dataset relation distribution

The SemEval 2010 organizers also provide a scorer for this dataset. The
model’s official score is the macro F1 score, excluding the "Other” class, with
relation direction taken into account. Besides that, we also measured this metric

with the ”Other” class included.
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4.1 Datasets

4.1.2 GDS dataset

The Google Distant Supervision dataset was created by Jat et al. in 2018, aimed
specifically for the relation extraction task. Similar to the SemEval 2010 Task 8
dataset, an example includes a sentence, two entities whose relation needed to be
classified, and the actual relation between them.

There are 11297 sentences for training, 1864 for validation, and 5663 for test-
ing. There are only five relations, including one "N/A,” and unlike the previous
dataset, relation direction is not of our concern.

One point worth mentioning is that the GDS dataset’s average sentence length

is tripled SemEval’s (85.95 vs. 27.14), which makes the task more challenging.

4000 -

3000

sentences
percent

2000 -

1000 ~

Figure 4.2: GDS dataset relation distribution
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4.2 Experiment result

4.2 Experiment result

4.2.1 SemEval 2010 Task8 dataset

The results can be found in Table 4.1 to 4.4.

In the single classifier architecture, the M EAN model yields the best result:
marco F1 is 84.45% and the official score is 90.12%.

In the duo classifiers architecture, its sub-classifiers perform best when the
CLS_ENT model is used. We then combine these two and evaluate the test
dataset. The final marco F1 is 82.4% and the official score is 89.98%, slightly
worse than the best single-classifier architecture.

In comparison with state-of-the-art models, our model does not fall far behind.
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Model Model Dropout | Activation | Batch | #epoch | MacroF1 Official
params score

ALL linear_size = 512 0.2 Tanh 32 5 81.95% 89.82%
MEAN linear_size = 256 0.2 Tanh 8 6 84.45% | 90.12%
CLS linear_size = 256 0 PReLU 16 6 84.07% 89.82%
CLS_ENT cls-size = 64 0 PReLU 16 6 84% 89.76%

entity_size = 32
GRU_hidden_size = 64
GRU GRU layer = 2 0.2 Tanh 32 5 82.19% 88.47%

linear_size = 1024

Table 4.1: Single classifier architecture. Best result of each model for SemEval2010 Task 8 dataset.

Model

Model params Dropout | Activation | Batch | #epoch | Accuracy F1
ALL linear_size = 512 0.2 PReLU 32 5 90.67% 94.47%
MEAN linear_size = 256 0.2 PReLU 16 3 91.87% 95.16%
CLS linear_size = 256 0.2 PReLU 8 4 91.68% 95.08%
CLS_ENT cls.size = G4 0.2 PReLU 8 4 92.21% | 95.37%

entity size = 32
GRU _hidden size = 32

GRU GRU_ layer =1 0.2 Tanh 8 4 91.76% 95.15%

linear_size = 256

Table 4.2: Two classifiers architecture. Best result of binary classifier for SemEval2010 Task 8 dataset.
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Model ;\;If;rrells Dropout | Activation | Batch | #epoch | Accuracy M;;:ro
ALL linear_size = 512 0.2 PReLU 32 5 95.17% 88.09%
MEAN linear_size = 256 0.2 PReLU 8 5 95.16% 88.48%
CLS linear_size = 512 0.2 PReLU 32 6 94.8% 87.98%
CLS_ENT clssize = 64 0.2 PReLU 8 5 95.23% | 88.39%
entity_size = 32
GRU_hidden _size = 64
GRU GRU layer = 1 0.2 PReLU 8 5 95.2% 88.31%
linear_size = 1024

Table 4.3: Two classifiers architecture. Best result of multiclass classifier for SemEval2010 Task 8 dataset.

Model Official score F1 Authors Year
EPGNN 90.2 Zhao et al. [21] | 2019
Our one-classifier model 90.12
Our two-classifier model 89.98
BERTEM+MTB 89.5 Soares et al. [22] | 2019
R-BERT 89.25 Zhao et al. [23] | 2020
KnowBert-W+W 89.1 Wu et al. [24] | 2019
Entity-Aware BERT 89.0 Zhao et al. [25] | 2019
Att-Pooling-CNN 88.0 Wang et al. [26] | 2016
SpanRel 87.4 Jiang et al. [27] | 2019
TRE 87.1 Alt et al. [28§] 2019
Entity Attention Bi-LSTM 85.2 Lee et al. [29] | 2019

Table 4.4: Our model performance in comparison with other models on SemEval2010 Task 8 dataset.
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4.2 Experiment result

4.2.2 GDS dataset

We conducted similar experiments on this dataset as on SemEval. However, due
to the time limitation, we only tested the one-classifier architecture, which from
our experience, demonstrates better outcomes.

Follows Vashishth et al., we evaluate our models using the precision-recall
curve and the average precision score. The best results from the five models are

summarized in table 4.5.

—— Qur proposed model

Arecisian

—— RESIDE ‘r
021 4 BGWA
PCNN4+ATT
—— PCNN
oD T T T T
oD 02 o4 0& oB j M1
Recall

Figure 4.4: Our model precision - recall curve in comparison with other models.
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Average

Model Model Dropout | Activation | Batch | #epoch | precision
params
score
ALL linear_size = 1024 0.2 PReLU 16 3 80.35%
MEAN linear_size = 1024 0.2 Tanh 8 3 85.05%
CLS linear_size = 1024 0.2 PReLU 16 3 85.04%
CLS_ENT cls size = 64 0.2 PReLU 32 6 73.85%
entity _size = 32

gru | GRU-hiddensize = 32 0.2 PReLU 16 3 79.61%

GRU layer = 1

Table 4.5: Single classifier architecture. Best result for GDS dataset.
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4.3 Discussion

Again, the M EAN model outperforms others with an average precision of
85.05%.

We want to compare our model with others. Vashishth et al.; in their paper
in 2018 visualized the performance of four models, including theirs - RESIDE, on
the GDS dataset. We used this graph as the basis for our comparison.

As shown in Figure 4.4, our proposed model yields a better result than three

others but is still unable to take the state-of-the-art position.

4.3 Discussion

Single classifier architecture vs. Duo classifiers architecture

The most unexpected result in our experiments is the out-performance, al-
though only by a small margin, of the single classifier architecture over the duo-
classifier architecture.

The motivation behind assigning "no relation” detection to a separate sub-

module based on two observations:

1. The "no relation” constitutes the largest portion in both datasets (and very

likely in other corpora as well)

2. It is easily misclassified the most due to its semantic and lexical diversity.

(See Figure 4.5)

We cannot give a complete explanation for the unexpected performance of
the duo-classifier. It can be likely that the "no relation” class needs to make up
to a larger portion for the duo-classifier to be helpful. Or perhaps we had not
fine-tuned the model properly. Or it could be that the two classifiers would yield
better results when trained simultaneously. In either way, more experiments must

be conducted before any meaningful conclusion can be drawn.
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4.3 Discussion
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Figure 4.5: Confusion matrix of our best model on SemEval 2010 Task 8 test
dataset. Here, the 0 label represents the ”Other” class.

The impact of duplicated sentences in the training dataset

As mentioned in Session 3.1, for each sentence in the "not-related” class, we
created a copy with the subject and object annotation swapped. The motivation
for this setup also emerged from the fact that this class is the most misclassified
one.

We deducted that more examples might help and our experiments showed
that indeed, cloning does improve the models’ performance by about 1% on both

datasets.
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4.3 Discussion

BERT-based models dominance

Excluding the BERT word presentation, the rest of our models are relatively
simple and straight forward. Nevertheless, they manage to perform quite well in
comparison to much more complicated ones.

Looking at Table 4.4 closely, we can see a clear dominance of BERT-based
models in the SemEval 2010 Task 8’s top performers.

This indicates that BERT provides a very rich word representation, capturing
lexical, grammatical, and semantic features.

Model’s convergence

While experimenting with the GDS dataset, we observed a few times the
models struggled to converge or got stuck in a "bad position”. Also, the result’s
standard deviation is higher than SemEval2010 dataset’s. This is as expected
because the average sentence length in the GDS dataset is three times larger,

making the task more challenging.
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Chapter 5

Conclusions

In the last decades, the volume of online resources, especially text, has increased
at a magnificent speed. How to extract information efficiently from that data
becomes an exciting research topic. That is our motivation for investigating the
task of relation extraction in this thesis.
In our proposed model, BERT is chosen to be the word embedding layer for
its robustness and the ability to capture a word meaning in the sentence context.
We experimented with many different networks on top of it. In particular, we

used:

All of BERT’s output (ALL)

The mean of BERT’s output (M EAN)

e BERT’s output of the [CLS] token (C'LS)

BERT’s output of the [CLS] token in conjunction with the subject and
object (CLS_ENT)

GRU network (GRU)

We also tested the idea of assigning "no relation” detection to a separate

submodule.
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Overall, the one-classifier M EAN architecture yields the best performance.
On the SemEval 2010 Task 8 dataset, it achieved the official F1 score of 90.12%,
and on the GIDS dataset it reached the average precision score of 85.05%.

The duo classifier architecture does not fall far behind with the F1 score of
89.98% on the former dataset. However, in this setup, the CLS_ENT model
yields the best outcomes.

These results, we firmly believe, can be further improved in future researches.
One particular idea would be using other sentence features in addition to BERT’s
output for prediction. Those features can be part of speech tagging, sentence
structure encoding, sematic dependencies, etc. In the duo classifier architecture,
the two models can be trained simultaneously, and we can also try various settings

with CNN network. The possible improvements are endless.

kokok

With this thesis and its modest results, we hope to contribute our effort to

the advancement of the relation extraction task.
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