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Abstract 

Vibration control is an important field to study on many mechanical components, aiming to increase 

safety, lifetime, or comfort for the user. Thus, the vibration must be controlled, and in many cases, 

reduced. In this thesis, the vibration of a scaled component of a wind turbine would be damped by 

Particle damping with granulated rubber, and the effectiveness will be evaluated with a Laser 

Doppler Vibrometer. 

 

During such experiments, the parameters are critical to obtaining a correct, efficient, and 

reproducible measurement procedure. For this reason, the Parameter study will be considered as the 

main part of this thesis, followed by the actual experiments to study the effectiveness to reduce the 

vibration of Particle damping. The parameters being investigated are broadly divided into four 

groups: general, experimental, software and hardware parameters. The thesis concludes that Particle 

damping has a noticeable effect in reducing the vibration of the test specimen, and thus, other 

mechanical components. 
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1 Introduction 

In this section, the motivation for the thesis will be presented. Afterward, the desired goals and the 

outlines of this document will be explained. 

1.1 Motivation 

Vibration is generally defined as oscillation over an equilibrium position, where it has been studied 

in various fields. By itself, vibration is neither good nor bad, but rather, it depends on the particular 

cases. For example, speech, one of the primary ways for humans to communicate, is transmitted by 

disturbances in the air. The motion of a pendulum leads to the production of the first precision 

timekeeping tools in the 1660s, which can be seen as a beneficial vibration.  

However, more often than not, vibrations should there are situations that it is not desirable. The 

oscillation of a work piece is linked toward cyclic stress, which is linked toward fatigue (Callister & 

Rethwisch, 2014). The more vibration is generated, the more serious the fatigue will become, leading 

to a decrease in its useful lifetime. Another issue is the noise generated by vibrations of structures, 

the field studying this effect is called Vibro-acoustics (Nilsson & Liu, 2015). Within the wind turbine 

industry, it is also known as mechanical noise, coming from the operation of components such as the 

gearbox or generator (Wagner, et al., 1996). 

The wind energy industry in particular, or renewable energy in general, is being invested heavily in 

recent years in various countries and regions. The list includes entries such as China and EU 

(Ydersbonda & Korsnesb, 2016), Viet Nam (Curto, et al., 2020), and more. This importance results 

from a combination of different reasons, including the depletion of fossil fuels for traditional thermal 

power plants in a century (Shafiee & Topal, 2009), a target for a low greenhouse gas emission 

according to the Paris Agreement (United Nations, 2015), or even a carbon-neutral emission target 

for European Union in 2050 (European Commission, 2018). However, certain barriers are preventing 

an immediate and large-scale application of wind energy. These issues include social acceptance 

(centering around noise and the allowed distance to wind turbine farms), logistics and building, as 

well as political and economic support (McKenna, Leye, & Fichter, 2016). Among these problems, 

suppressing the sound can be considered as an important and critical job. 

As mentioned above, a vibrating surface can generate noise, which means if the vibration is damped, 

the noise would also be reduced. Broadly speaking, there are two main groups of solutions: passive 

and active. The difference between them is that passive devices require no power source to operate. 
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For an active system, three components would be deployed: sensors, actuators, and a controller. The 

response of the system is measured by the sensors, the result of which is used to drive the actuators. 

Generally, an active system is associated with higher costs and failure risks due to having more 

complex and specialized components. Meanwhile, a passive system would be easy to produce, more 

cost-effective, and more durable, which leads to its widespread application within various industry 

fields (Prasad, et al., 2020). 

 

Figure 1-1: Different possible solutions for sound reduction methods (Prasad, et al., 2020) 

Among the listed passive methods above, particle damping is a topic of interest. This damper’s 

function is based on using granulated material to absorb the kinetic energy of the excitation via 

friction and collisions, and there are several pieces of research applications into civil engineering 

(Chen & Georgakis, 2013; Zhang, et al., 2015; Papalou, et al., 2015) or automotive engineering (Xia, 

et al., 2011; Koch, et al., 2017). 

This thesis will attempt to investigate the potential of vibration suppression using particle damping 

concerning a wind turbine generator component via experiments. If the vibration reduction is 
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effective, a study with large scale and more details can be launched, paving the way for full 

application into the wind turbine industry. 

 

1.2 Goals of the thesis 

The goal of this thesis is to experimentally evaluate the vibration reduction of particle damping on 

wind turbine generator components. To be more specific, the test specimen is a scale model from a 

section of the generator ring and stator arm, and the transferred part of the excitation will be 

investigated. 

The material chosen for this thesis is a granulated rubber, prepared beforehand by OvGU. The 

damping effectiveness will be compared between different volumes of material, and between the 

same volume being shared among different balloon sizes. 

 

1.3 Outline of the thesis 

The document contains the following important parts: 

Chapter 1 would introduce the background of this thesis as well as its objectives. 

Chapter 2 is the State of the art, reviewing the main issue of the problem (the vibration and the 

mechanical sound of the wind turbine components during operation) as well as the general overview 

of the particle damping. 

Chapter 3 is the Experimental method, how and why the tests and experiments being set up and 

carried out. The main method of the experiment (based on Laser Doppler Vibrometry and Signal 

Processing) will also be described and investigated. This chapter will also provide the arguments on 

why and how different parameters are applied for the experiments.  

Chapter 4 will analyze the result of the main experiment, comparing the damping effectiveness of 

particle damping at different volumes, or the same volume but being packed differently. 

Chapter 5 is the conclusion and discussion, to analyze the result and the prospects of particle 

damping for the wind turbine industry in particular. 
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2 State of the art 

This chapter will provide a general and overall look at the current scientific knowledge on the related 

topic, including the noise sources on wind turbine (and brief current solutions being applied in the 

industry) and particle damping (the history, the definition, the advantages as well as current usage). 

2.1 Vibration and sounds of wind turbines 

Sound is defined as a mechanical and longitudinal wave traveling in a medium (usually air), which 

means that sound itself is a form of vibration. Under wind load and working conditions, various 

components of the wind turbine would be vibrating. The oscillating surface of the body would lead 

to the alternating compression and expansion of the air surrounding it, resulting in the vibration of air 

molecules. Thus, the sound is born from any sufficiently vibrated surface. This leads to the 

conclusion that if the mechanical vibration is damped, the movement of the surface would be 

smaller, and the noise would also be minimized.  

As mentioned earlier, the vibration of the wind turbine is of interest in this thesis. The main reason 

for this is the increasingly widespread usage of wind energy. Countries and regions around the world 

have been investing in wind energy and other renewable energy, as a supplement and as a 

replacement for traditional fossil fuel power plants. In certain conditions, wind energy can supply the 

entire power demand for the region. The statistical report released by BP PLC in 2020 on energy 

production and consumption in 2019 shows that wind energy is the renewable energy with the 

highest growth (1.4 EJ), partially contributing to the largest increment of renewable energy as the 

whole. Data analysis also shows that wind energy accounts for about 2.5% of global power 

production. 

However, there are a few concerning problems, the most common of which is the noise generated 

during the operational time of the wind turbines. Multiple works carried out over the years, for 

example, by Schmidt and Klokker in 2014, by Saavedra and Samanta in 2015, and by Michaud et al. 

in 2016, conclude that there is no concrete proof for any adverse health effect or major concern 

caused by these noises. The same studies would also note that there is a link to annoyance, lack of 

sleep, and possibly other psychological distress.  

As mentioned above, the sound is generated from a vibrating body, and in a wind turbine, the noise 

can be generated from the vibration of mechanical components in the system. In late 2018, Escaler 

and Mebarki summarized a vibration study done on seven wind turbines of the same design from the 
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same on-shore wind turbine farm. In this study, components, such as the three turbine blades, the 

rotor, and the gearbox, influence the vibration characteristic in their unique way. The generator is 

shown to have the highest vibration amplitude, recorded at 84 times the frequency of the high-speed 

shaft of the gearbox. Furthermore, damaged wind turbines would show a much greater vibration 

amplitude compared to the average of the healthy ones.  

 An earlier work in 2017 by Mollasalehi et al. shows that when the wind turbine is not working, there 

will be no vibration of significant amplitude at frequencies above 2 kHz. During operation, the 

vibration amplitude can be increased by a factor of 10 compared to parking conditions, reaching a 

value of ±0.1 g. In addition, most of the vibration is within the low-frequency range. The work also 

studies the sound pressure level inside the wind turbine tower on the ground level, which is indicated 

to be over 82 dB in operational condition, and the contribution of faulty generator bearing is stated to 

nearly 68 dB. When the wind turbine is off, the pressure is just 61 dB. 

On the topic of noise emitted from the wind turbine, one early work comes from Wagner et al. in 

1996. In this book, two major noise mechanisms of the wind turbine are identified: mechanical and 

aerodynamic noises. The first is generated from machinery components, while the second from the 

turbine blades traveling through the air. The technical concern of this thesis is on the former. 

For mechanical noise, there are two transmission paths, airborne and structure-borne. These are 

termed a/b and s/b in the figure below. The main component of mechanical noise comes from the 

gearbox, where factors such as imperfection in gear pitch, the form of meshing teeth, or gear shape 

would play a role in the final sound pressure level. This type of noise is considered to be tonal. 

 

Figure 2-1: Contribution to the total sound power level of a wind turbine (Wagner, et al., 1996) 
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Regarding aerodynamic noises, there are different physical principles and processes involved. 

However, this is not within the scope of the thesis. The book also cites another noise source, which is 

the low-frequency noise, which is generated when the rotating blades meet the airflow field around 

the cylindrical tower. This encounter would lead to a rapid change in blade loading and the noise 

generated here can be very high for downwind turbine. This type of noise is also credited with 

annoyance and excitation vibration of building structures. 

In a later chapter of the same book, the authors suggested a few solutions to mitigate the noise, 

examples include using serrated trailing edges for the turbine blades, modifications of the tip shape, 

and reduction of tip shape and angle of attack. 

Jianu et al. revisited the topic in 2012, with an emphasis on the prevention of noise pollution. In this 

paper, two major noise sources are identified: mechanical and aerodynamics. The definitions of 

mechanical and aerodynamic noises remain the same. Regarding damping the former, the author 

suggests using different control laws, increasing effective mass, using sound-isolating materials, 

insulation, or closing the holes in the nacelles. Fault diagnostic is also credited as a potential 

solution. In combination, these methods would help to suppress the unwanted vibration of different 

components, helping to suppress the mechanical noise. 

In 2015, Saavedra and Samanta also researched this matter and noted that mechanical noises can be 

ignored because modern gearboxes are very quiet. This means that the wind turbine sound would 

come mostly from the blades (or aerodynamic noise). However, the classification of different 

aerodynamic noises and how to minimize them, as stated before, is not a part of this thesis’s target. 

The author also provides another way to classify wind turbine noise: by type, rather than by source. 

Table 2-1: Summary of Wind turbine noise types (Saavedra & Samanta, 2015) 

Type Description 

Tonal Noise at discrete frequencies 

Broadband Continuous distribution of sound pressure 

Low-frequency noise Noise with a frequency between 20 and 100 Hz 

Infrasound Noise with frequency under 20 Hz 

Impulsive 
Short acoustic impulses or thumping sound with time-

varying amplitude 

Regarding vibration and noise reduction techniques, the paper provides some examples, such as 

gearbox design, upwind rotor wind design, as well as fault detection using vibration analysis. 
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2.2 Particle damping 

One recent and comprehensive study on the history and working principles of Particle damping (PD) 

is done by Lu et al. in 2018. According to the paper, the earliest trace of PD can be found in 1937, 

where the damper contained a single particle, resulting in high noise levels and significant impact 

forces. The concept was improved in 1945, turning into an impact damper, where the moving mass 

would eliminate the vibration of mechanical systems. However, the applications were still limited. 

Starting from the 1960s, more researches were carried out, and by varying the number of units and 

particle per units, four distinct but still related types of dampers were made: impact damper, multi-

unit damper, PD, and multi-unit PD. These are components a to d respectively in the figure below. 

 

Figure 2-2: Classification of particle dampers (Lu, et al., 2018) 

These four types are considered as basic traditional types of PD in the paper, and with improvements 

made over the year on different aspects, three other general variants are made: the configuration 

improved type, the material improved type, and the combination type. 

Another work, done by Gagnon et al. in 2019 approaches the classification in another manner, with 

five sub-groups being made: single unit, multi-unit, non-obstructive particle damper, tuned particle 

damper, vacuum-packed particle, and fine particle impact damper. This paper also cites alternative 

names for particle damping, including acceleration damping, multiple impact damping, multi-particle 

damping, granular damping, granular-fill damping, and shot damping. 

Regardless, both of these papers and others share the same definitions on the working principle of 

the particle damping system. Lu et al. state that the kinetic energy of the primary structure’s 

vibrations would be absorbed remarkably thanks to a combination of particle-to-particle and particle-

to-wall inelastic collisions and frictional losses. This would result in a net damping effect. Gagnon et 

al. cite the following mechanisms for the dissipative of vibrating energy of the system: impacts 
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between the particles and the wall, and among the particles themselves, as well as rolling and sliding 

frictions between the same. An earlier work in 2000 by Friend and Kinra attributes the damping 

effect to inelastic collisions between the particles and the walls, and amongst the particles 

themselves. These impacts would convert a part of kinetic energy into heat and thus damp the 

vibration. 

The advantages of using particle dampers have been comprised by the cited works of Lu et al. and 

Gagnon et al. above. The former lists advantages such as conceptual simplicity, moderate cost, fine 

durability, insensitive toward temperature, and capable of working over a broad range of frequency 

even in harsh environmental conditions. PD is also considered as a low-maintenance option and 

requires few modifications for installment. Gagnon et al. add a few other benefits to that, including 

having negligible sensitivity to oil contamination, low weight impact can function without any 

power, can be designed to be sensitive in the principle direction only, and being efficient at different 

forms of excitation. 

These advantages lead to an increasingly widespread application of particle damping. One of the 

latest studies is application into the spacecraft industry carried out by Ye et al. in 2019. The test 

specimen in question is a component of a spacecraft, consisting of three sub-parts (wheel, base, and 

bracket), made of aluminum with a net weight of 11.07 kg, and roughly 30 cm in all directions. The 

particle damper is mounted on the top of the bracket.  

   

(a) (b) (c) 

Figure 2-3: Original test specimen (a),  Connection scheme of particle cavities (b), Bracket structure of test model (c) (Ye, et al., 2019) 
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Figure 2-4: Particle filling: 2mm stainless steel particles (a), 2mm lead particles (b), 0.048mm stainless steel powder (c),  0.5mm 

tungsten carbide powder (d) (Ye, et al., 2019) 

The damping effectiveness is compared between the same volume of particle, but from different 

materials (2mm stainless steel particles, 2mm lead particles, 0.048mm stainless steel powder, and 

0.5mm tungsten carbide powder) and different layout of the cavity (up to two layers in the horizontal 

excitation direction, and up to five in the vertical direction). The total mass of the particle damper is 

always under 1 kg, which corresponding to a mass ratio of 8.8%. 

The study concludes that more than 50% of the vibration can be damped, with the most effective 

material is tungsten carbide powder, at two filling layers in the main excitation direction. Layering 

the cavity in this direction can improve the damping effectiveness, especially when the vibration in 

this direction is large enough. 

In the field of automotive, several researchers are investigating the effectiveness of particle damper. 

In 2017, Koch et al. has applied PD to the oil pan of a combustion engine. With an attached 

honeycomb structure filled with sand attached to the bottom, the more filling material there is, the 

damper the vibration becomes, this also leads to a reduction in sound. Up to 10 dB of vibration speed 

can be damped at 1095 g of sand filling, and the most effective vibration reduction per mass is found 

at 310 g. Regarding sound reduction, 2 dB can be removed at half-load condition, which shows 

certain promises for future application. 
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Figure 2-5: (a) the original oil pan bottom and (b) the structure partially filled with sand (Koch, et al., 2017) 

An earlier work in 2011 by Xia, et al. also sees the effectiveness of PD in reducing the noise and 

vibration of a brake drum. In this study, the selected brake drum is 866 mm in diameter, 240 mm in 

width, and 16 mm in wall thickness is experimented on. The material chosen for this study is 3 mm 

spherical steel particles, and the study would compare experimental and simulation results. The 

conclusion shows that the simulation result matches with the experiment, proving a correct algorithm 

and parameter selection. Further, at the first natural frequency, the most effective filling ratio would 

be 70%, while for the second mode, the damping effectiveness increase with the filling ratio. The 

size and the number of cavities are also related to the damping ratio, the larger and the more holes 

available, the more damping is reached.  

 

Figure 2-6: Brake drum with cavities on the wall for application of particle damping (Xia, et al., 2011) 

PD has also been applied to various work tools. In one letter to a scientific journal’s editors in 2004, 

Xu, et al. drilled multiple holes in diameter on the plates and the shafts of the banknote processing 

machine, then filled them up with 0.5 mm tungsten carbide particle. Application of PD on all 

positions leads to a damping of over 40 dB in the response of the structure in the frequency range of 

4 to 6 kHz. The effective noise reduction is 6 dB(A), decreasing from 89 to 83 dB(A). 
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Another work is carried out later by Heckel, et al. in 2012, where PD is used to reduce the vibration 

of an oscillator saw. In the experiment, the saw is suspended by strings in a solid metal frame with 

accelerometers being attached next to the blade and on the top of the handle to evaluate the strength 

of the vibration. Two dampers are used in this experiment, each consists of 46 cavities, and each 

cavity contains 9-23 steel balls of diameter 2 mm. The weight of the saw (without damper) is 1 kg 

with the total mass of the damper is 180 g. 

 

Figure 2-7: An oscillatory saw with prototype particle dampers attached (Heckel, et al., 2012) 

The experimental result shows that the dampers are more effective in damping than a solid body of 

the same mass. The root-mean-squared acceleration can be reduced from 1 m/s2 to 0.75 with 2 

dampers used, compared to 0.95 by using a single solid of the same mass. Furthermore, peaks of the 

power spectrum in the frequency domain can be reduced by 10 dB. 

 

Figure 2-8: Power spectrum of the oscillatory saw at high power, with (green solid line) and without (black dashed line) particle 
damper applied (Heckel, et al., 2012) 
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Within the field of civil engineering, PD has also been studied in several studies, including for wind 

turbines, both on-shore, and off-shore, as well as other marine-related structures. In 2015, Zhang et 

al. applied a variant of PD, named Pounding Tuned mass damper to damp the vibration of a subsea 

jumper pipeline, typically used in the oil industry. Instead of multiple small particles, this system 

uses a single mass block. 

 

Figure 2-9: Pounding tuned mass damper (Zhang, et al., 2015) 

The study is done from both simulation and experimental approaches, where the results match each 

other quite well. The data shows that increasing the pounding stiffness from 5000 to 50000 Nm-3/2 

would increase the damping effectiveness by 50%, and when the mass ratio of 2% can reduce the 

vibration by nearly 90%, showing a highly promising potential of this damper. 

 

Figure 2-10: Displacement of the jumper in the free vibration test (Zhang, et al., 2015) 

Earlier in 2013, Chen and Georgakis also used this Tuned mass damper variant in their study. The 

damper consists of one or multiple steel balls rolling in a container. Due to the restriction of 

laboratory size, a scaled model of 1/20 of a wind turbine is used. The damper would contain either a 

single large steel ball (4.1 kg) in a spherical container or multiple smaller balls (0.716 kg) in two 
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hemispherical of the same radius. The low-frequency range (around 1 Hz) is of specific concern in 

this study. 

 

Figure 2-11: Shaking table setup, in scheme (a) and actual view (b) (Chen & Georgakis, 2013) 

The result of the experiment shows that for harmonic forced vibration, the ratio between the max 

displacement at the top and the amplitude of the excitation can be significantly reduced, from off-

the-chart reading to a factor between 10 and 16 times. The study also concludes that this damper can 

work in all horizontal directions, making it a good candidate for off-shore wind turbines, and the best 

control effectiveness can be achieved with three small balls in a single layer of the container. 
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Figure 2-12: Displacement frequency response of the model without and with damper (Chen & Georgakis, 2013) 

Recently, a few more works have been done using the traditional definition of PD, including a work 

done to study protection against earthquake on a marble temple column by Papalou, et al. in 2015, 

and another by Sandanshiv and Chavan in 2019 investigating the effect of damping on a wind 

turbine. 

Papalou, et al. considered using PD within a multi-drum marble column (where the column is not a 

monolithic piece), using two different sizes of steel spherical particles: 20 and 50 mm. In the figure 

below, the 50 mm particles are being used. A model of scale 1:3.3 from a temple column is used, 

2992 mm in height and 1707 kg of weight. The top drum is 445 mm in diameter, and 584 mm for the 

bottom one. Each of the 11 drums has the same height of 272 mm. PD would be applied to the 7th or 

the top drum. The mass ratio of the damper would be compared between 0.7%, 1%, and 2%. 
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Figure 2-13: Experimental set up to study the seismic protection of PD (Papalou, et al., 2015) 

Two main excitation forms are used in this study: random and earthquake-like excitation. Under 

random excitation, PD can effectively reduce the response when it is put above mid-height level, 

especially when the particles have enough space to move and there is a sufficient amount of particles 

inside the drum. Generally, a filling ratio of 40 to 60% and a mass ratio between 1 and 3% would 

lead to a considerable reduction in the vibration. In this scenario, there is no appreciable difference 

between using 50 or 20 mm steel particles. The most effective scheme is to use 32 50-mm-in-

diameter particles in the top drum (1% mass ratio). This scheme is used in the next part of the study, 

where under the earthquake excitation, the vibration can be reduced by 40% compared to the original 

column. The damping ratio is also increased from 2.6% to 4.8%. Further work in the study also 

simulates the degraded condition of the column by inclining it to 2%. The experimental result shows 

that the vibration reduction is even higher, at 50%. These results show promising leads to applying 

PD into civil engineering, especially within the topic of conservation of historical sites. 
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Figure 2-14: Displacement of the column under earthquake excitation (Papalou, et al., 2015) 

In 2019, Shandanshiv and Chavan attached a particle damper on the wind turbine blade to study the 

damping effectiveness. The particle being used in this study has a diameter of 9 mm and is used in a 

plastic cylindrical container with a diameter of 48 mm and a height of 28 mm. An actual small-scale 

wind turbine (1 kW) is used in this study. The damper would be attached at different distances from 

the tip of the blade, and the vibration suppression effectiveness would be compared at different 

rotational speeds of the rotor. 

 

Figure 2-15: Experimental scheme of attaching the particle damper on turbine blade (Sandanshiv & Chavan, 2019) 
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Figure 2-16: Combined results of undamped and damped cases (Sandanshiv & Chavan, 2019) 

The result shows that by applying the particle damper 1200 mm from the tip (which is quite near the 

rotor shaft), the vibration of the turbine blade would be heavily suppressed and damped. 

From the above studies, it can be said that particle damping is an effective damper, requiring no 

power yet still yield considerable (and in many cases almost total) vibration damping effect.  
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3 Experimental method 

This chapter would focus on detailing the method used to run the experiment. The sections would 

explain the basic working principle of the laser scanner (section 3.1), and how to set up the 

measurement parameters in the thesis (section 3.2). 

3.1 Laser scanning vibrometry 

3.1.1 Doppler effect 

In this project, the vibration of the specimen (or to be more precise the vibration speed of the 

surface) would be measured by a laser, the scientific principle of this process is based on the Doppler 

effect (Polytec GmbH, 2011). Simply explaining, the Doppler effect is the shift of the wavelength 

when the source moving toward or away from the observer (eFunda, 2019). A brief description of the 

Doppler effect can be seen in the figure below: 

 

Figure 3-1: Doppler effect (eFunda, 2019) 

In simpler term, the Doppler effect can be interpreted as follow. When the surface is moving toward 

the laser scanner, the reflected laser will have a shorter wavelength. The higher the speed, the more 

the difference will be. The shift here will be measured by the laser scanner, which allows the 

computer to calculate the current vibration speed of the specimen.  

The measured frequency shift can be calculated with the following formula 

fD =
2v

λ
 3-1 

 

in which: 

 fD is the measured frequency shift 
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 v is the vibration speed 

 λ is the wavelength of the emitted laser 

To be able to conversely determine the velocity of an object, the (Doppler) frequency shift has to be 

measured at a known wavelength. This is done by using a laser interferometer.  

 

3.1.2 Interference 

The Laser Doppler Vibrometer works with the principle of laser interference, where two laser beams 

(reference and measurement beams in this case) overlap with each other (Polytec GmbH, 2011). The 

total intensity can be calculated by: 

Itotal = I1 + I2 + √I1I2cos
2π(r1 − r2)

λ
 3-2 

 

3.1.3 Scanner head 

For a Laser scanning vibrometer, the system consists of three Beam splitters, one mirror, and one 

lens. Furthermore, it also has a laser source and an optical detector. The overall set-up can be seen in 

the figure below. 

 

Figure 3-2: Overall structure of the Laser Doppler Vibrometer (Polytec GmbH, 2011) 

Per the description from the manufacturer (Polytec GmbH, 2011), the system starts by having the 

Beam splitter I dividing the laser source into a reference beam and measurement beam. The reference 

beam is transferred to the optical detector with the help of the mirror, while the measurement beam is 
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sent toward Beam splitter II and the vibrating surface. From here, the beam is reflected back and 

finally merges with the reference beam on the detector. 

The measurement before reaching the vibration surface would pass through a Bragg Cell, which 

would shift the frequency of the beam by 40 MHz. For comparison, the laser employed is a helium-

neon laser, which has a frequency of 4.74x108 MHz (or a wavelength of 632 nm). This would allow 

the direction of the movement to be detected. 

Considering Equation 3-2, because the path of the reference beam (r2) is constant, the difference 

would only come from the variations of the path of the measurement beam (r1). This would lead to a 

changing of patterns of light/dark cycle on the photo-detector, and each of the cycles means that the 

vibration displacement is half of the wavelength used in the scanner (or 316 nm). The resulting 

interference here would be converted into an electrical signal by the photodetector and decoded into 

the controller unit. 

 

3.2 Setting up the parameters 

This section would detail the setting up process, namely why and how the experiment is set up. 

Various measurements are carried out to studies the effects of parameters so that the final 

configuration can be chosen and set up. 

3.2.1 General parameters 

3.2.1.1 Test specimen 

As mentioned in section 2.2, there is one paper citing that mechanical noises have been greatly 

suppressed thanks to the more modern gearbox and generator designs. Therefore, this study should 

focus more on the turbine blade for the vibration suppression effectiveness of PD. However, it 

should also be noted that the usage of particle damper is broad and proven, as various cited 

researches have shown. In other words, if using granulated materials can reduce the vibration of a 

blade, then it can also do the same for a scaled model of the generator ring and the stator arm. 

Between the two types of specimen, the latter is easier for manufacturing, assembling, storage, and 

filling of granulated material. 

The 3D rendered image (obtained from the CAD program) can be seen in the figure below. The grey 

section represents the generator ring, while the red part is the model of the stator arm. The two parts 

are connected via bolt connections, selected for ease of use and maintenance. 
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Figure 3-3: 3D visualization of the test specimen (Prasad, et al., 2020) 

The value for each component is finalized as below: 

Table 3-1: Dimensions of the test specimen 

Dimension Symbol Value 

Generator ring section length aG 30 cm 

The distance from one end to the Stator arm’s base on the 

other side 

bG 24.5 cm 

The distance from one end to the Stator arm’s side surface on 

the other side 

cG 19.5 cm 

Overall height dG 27 cm 

Generator ring profile height and Base of the stator arm eG 15 cm 

Generator ring profile height fG 13 cm 

Generator ring profile width gG 10 cm 

Generator ring thickness tG 0.4 cm 

 

Figure 3-4: Assembled test specimen 
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The real image of the test specimen can be seen above. The two fangs at the bottom are the auxiliary 

components used to secure it into the test bench. The large hole on the side of the generator would be 

used to attach the force sensor to the test specimen. This would allow the usage of signals such as 

white noise or pseudo-random. However, for the actual experiment, an impulse (or a knock) would 

be given (see section 3.2.4.3 for the argument). 

Due to the selection and construction of test specimen, the measurement of noise is not practical in 

this thesis. Here, only a scale model of the generator is built, which means that there is no functional 

component of any wind turbine. This means that there is no real noise level to be obtained as the base 

level to investigate the sound damping ability of particle damping.  

 

3.2.1.2 Hardware used 

For this thesis, the following equipment is used: 

 A scanner head PSV-400 from Polytec GmbH 

 The associate junction box, controller box, and software of the scanner head 

 An electrodynamic TIRA shaker TV 50009 and its control module 

 Different hammer tips (more detailed analysis in section 3.2.2.2) 

 A force sensor 

 A signal conditioner for the force sensor 

The overview of the physical setup of the hardware involved can be seen in the figure below.  

 

Figure 3-5: Overview of the hardware and equipment used 

Shaker and 

mount 

Laser Doppler 

Vibrometer 

Test specimen 

Junction box and 

computer 
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Figure 3-6: Signal conditioner for force sensor (left) and shaker controller (right) 

 

3.2.1.3 Transfer function 

As mentioned in section 1.2, this thesis aims to evaluate the effectiveness of using particle damping 

to damp transferred parts of excitation force within the test specimen. Thus, to clearly illustrate the 

effect, the transfer function is needed, which is defined as a ratio between the output and the input(s). 

Here, it is defined by the following formula: 

Transfer function (HΩ) =
Output

Input
=

Surface vibrating velocity

Input force
 3-3 

The ratio between speed and force can be referred to as Mobility or Admittance (Brandt, 2011). It 

should also be noted that both the input and output here are calculated within the frequency domain. 

Thus, the transfer function would have the symbol H(f) and referred to as the “Frequency response 

function” in certain literature (Brandt, 2011; Nilsson & Liu, 2015). However, some materials cite 

that the two terms would have the same meaning (SIMCENTER, 2020), and can be used 

interchangeably. A normal transfer function would have two subplots, one for magnitude and the 

other for phase. However, the main concern within this thesis is on vibration reduction, thus only the 

magnitude plot would be used. 

Both quantities (input and output) are given in the standard unit, which means m/s for the velocity 

(output) and N for the force (input). Thus, the unit for the transfer function would be m/s/N. 

However, a direct representation in this type of unit would have its trouble, namely the 

disappearance of small signals. For example, on a 10 cm screen, a distortion of 0.1% of the signal 

would lead to a harmonic of 0.1 mm only. This would lead to difficulties in measuring and 

analyzing. Therefore, the logarithmic scale is needed, which would compress large signals and 
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expand small signals. An example of this could be seen in Figure 3-7 below. The 0.1% distortion is 

now converted to a peak of -60 dB, occupying a quarter of the screen instead of a thousandth. 

 

Figure 3-7: Measuring in linear scale (a) and logarithmic scale (b) (Hewlett Packard, 1989) 

The formula to calculate dB is generalized as: 

dB = 10 log(Power ratio) = 20 log(Voltage ratio) 3-4 

For this thesis, the transfer function is converted from linear scale (in m/s/N unit) to logarithmic 

scale (in dB unit) with the following formula, where the Reference value of the Transfer function is 

set at 1x10-6 m/s/N. 

dB = 20 log (
Numerical value of the Transfer function

Reference value of the Transfer function
) 3-5 

 

3.2.1.4 Frequency domain, Fourier series, and Fourier transforms 

In this thesis, the vibration measurement (or to be more precise, the transfer function as concluded by 

section 3.2.1.3 above) would be observed in the frequency domain. There are two main reasons for 

this: the frequency domain can illustrate the distribution of the signal’s energy over a range of 

frequency (The MathWorks, Inc., 2015), and shows a small wave in the presence of a large signal 

(Hewlett Packard, 1989). Visually, both of these reasons can be represented by having different 

amplitudes for different peaks in the frequency spectrum.  

The main goal of using the frequency domain is to obtain the major characteristic of the vibration, 

including the frequency (how frequent or how fast vibration is) and the amplitude (how far or how 

long a vibration is moving). This information cannot be obtained from the time domain data, at least 

for a complex vibration like the one shown by the test specimen here. To solve this problem, it has to 

be broken down into simpler components, which could be done via the mathematic principle 
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developed by Jean Baptiste Fourier (1768 - 1830). Fourier’s theorem states that any periodic function 

can be represented by an infinite sum of sines and cosines. Its mathematical representation is referred 

to as the Fourier series (Weisstein, 2008). An illustration can be seen below: 

 

Figure 3-8: Using Fourier series to represent different signal waveforms (black line) (Weisstein, 2008) 

In the above figure, the original signal in the black line is approximated using various numbers of 

trigonometry terms. The more terms being used, the more accurate the real signal being sampled and 

reconstructed. However, when there is a sharp transition (most evident in the square and sawtooth 

wave), the signal cannot be fully recreated with some ringing artifacts being made. This will play a 

role in choosing parameters (especially within section 3.2.3.3). 

Concerning signal processing (both in general and with the specific application in vibration), the 

mathematical principle, represented by the Fourier series, is used to convert the signal from time to 

frequency domain. The Fourier series can be written in the form below: 

f(t) =
a0

2
+ ∑ (ak cos (

2πkt

T
) + bn sin (

2πkt

T
))

∞

k=1

 3-6 

Due to the unknown time period T and the discrete sampling process, and ak and bk coefficients 

would be found via finite sums (a summation over the sample) (Hartin & Belanus, 1997). They are 

calculated as followed: 
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ak =
2

N
∑ xi cos (

2πki

N
)

n

i=1

 

with k ≥ 0 

3-7 

bk =
2

N
∑ xi sin (

2πki

N
)

n

i=1

 

with k ≥ 1 

3-8 

The magnitude and the phase at each discrete frequency (which can then be used to calculate the 

frequency response), can be calculated from these coefficients: 

ck = √ak
2 + bk

2 3-9 

ϕ = tan−1
bk

ak
 3-10 

In addition, per Euler’s formula, the connection between trigonometry and the complex number is 

also proven. Therefore, to illustrate the frequency effects in a system, one can also use complex 

numbers. This applies to DFT (Discrete Fourier Transform) and FFT (Fast Fourier Transform) 

algorithms below. 

eix = cos x + i sin x 3-11 

This formula (and its variations) allow the Fourier series to be re-written in form of complex 

numbers. For convenience, it is assumed that the original signal is periodic, and the interval is from –

T/2 to T/2: 

f(t) = ∑ cnei2πnt/T

∞

n=−∞

 3-12 

cn =
1

T
∫ f(t)e−i2πnt/Tdt

T/2

−T/2

 3-13 

Complex numbers are generally used in vibration analysis (or signal processing in general) because 

they are more effective and do not involve complicate trigonometry rules, this leads to easier data 

manipulation (Brandt, 2011; Shin & Hammond, 2008). 

For application into this thesis, the signals (the vibration speed of the test specimen and the input 

force) can be converted from the time domain to the frequency domain via the mathematical 

principles of the Fourier series. However, in practice, only a limited measurement time is available 

and the data is sampled discretely (not continuously), the DFT method would be used instead of the 
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direct Fourier series (Kulkarni, 2016; National Instruments Corp., 2019). A more in-depth 

investigation and research on the differences between the two (and other related mathematical 

expressions) are out of the scope of this thesis. 

While DFT is the practical application of Fourier series into signal processing, in realistic conditions 

FFT would be used, rather than DFT. This method is considered a simpler way, allowing the system 

to complete the task in a shorter time (National Instruments Corp., 2019). Assume that the original 

signal in the time domain can be divided into N equal periods (or N data blocks, N samples), DFT 

would take a processing time in the scale of N2, while FFT only take a multiplication of N log2 N 

(Smith S. W., 1999; Shin & Hammond, 2008; Brandt, 2011). The effectiveness of this can be seen by 

comparing multiply and add operations in both processes, such as in the figure below.  

Table 3-2: Number of multiply and add operations, FFT versus DFT (Shin & Hammond, 2008) 

 

Usually, the number of sample points N in the time domain would be a power of 2. The reason for 

this is that using an integer power of 2 would be simpler (Brandt, 2011). The software used in this 

thesis also follows the same principle. 

For reference purposes, the formulas for DFT (Equation 3-14) and FFT (Equation 3-15) are cited 

here. However, this section and this thesis will not attempt to analyze the mathematical process 

behind them or go into in-depth analysis. Here, the formulas are written in exponential form and not 

trigonometric form, thanks to the application of Euler’s formula: 

X(k) = ∑ x(n)

N−1

n=0

e−
i2πkn

N  3-14 

X(k) = ∑ x(n)

N−1

n=0

(WN)nk 

where WN = e−
i2π

N  

3-15 

Using the above knowledge, the square wave signal (the black line in the top left part of Figure 3-8) 

can be converted into the following frequency ramp via FFT. 
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Figure 3-9: The frequency spectrum of a square wave (National Instruments Corp., 2019) 

In addition, converting the signal from the time to the frequency domain can also help with 

validation and troubleshooting. For example, adding two similar sine waves would lead to an almost 

perfect new sine wave in the time domain. However, instead of a single peak within the frequency 

domain, one might observe one or a few smaller peaks, which indicates noises. From this, the 

conclusion is that the obtained sine wave is not as pure as expected, and thus the circuit or system 

can be re-worked to eliminate the noise source. 

 
 

Figure 3-10: An apparently perfect sine wave in the time domain (left) and in the frequency domain (right) (National Instruments 
Corp., 2019) 

In short, using FFT to convert the complex vibration speed function from the time domain to the 

frequency domain is a simple, fast, and efficient way to observe and analyze its characteristics. A 

rough scheme for conversion between the time and frequency domains could be seen below 

 

Figure 3-11: Conversion between time and frequency domains (Brandt, 2011) 
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However, using FFT would lead to its own issues and problems, such as noises being included 

(solved in section 3.2.3.1), aliasing or the resolution of the result (discussed in section 3.2.3.3), and 

leakage (analyzed in section 3.2.3.3.1). 

 

3.2.2 Experimental set-up 

3.2.2.1 Securing the test specimen and the shaker to the test bench 

For this thesis, the bolt connection is used to secure items onto the test bench, this list includes 

 Between the shaker and the shaker’s mount 

 Between the shaker’s mount and the test bench 

 Between the stator arm and the generator ring (to produce the assembly/test specimen) 

 Between the assembly (or test specimen) and the test bench 

For this thesis, the bolts between the stator arm and the generator ring would be tightened with a 

torque of 7 Nm. The main goal of this is to ensure there is no unknown element of uncertainty left in 

the system, which allows the reproduction of the measurement result. The remaining bolts are 

tightened by hand and as strong as possible. This would remove any free and uncontrollable 

vibration of the test specimen structure, further increasing the precision of the measurement and 

reproducibility. 

 

3.2.2.2 Choosing hammer tip 

For this thesis as well as other experiments in the field of vibration analysis, there are various ways 

to excite the system. One of the most common ways is to use a knocking force (either with a hammer 

or with a shaker), where the hammer tip plays quite an important role in establishing the spectrum. A 

few other examples include Pseudo random or White noise. However, this thesis fails to obtain 

reproducibility with those signals (see section 3.2.4.3) while it is possible with an impulse (see 

section 4.1). Thus, an impulse signal would be used for the input signal to drive the shaker, and 

therefore, the effect of the hammer tip must be investigated. 
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Table 3-3: Different hammers available for the experiment 

Hammer type Image 

Red Hammer 

 

White Hammer 

 

Black Hammer 

 

Metal Hammer 

 

Because each of these hammers has a different height with differences by a few millimeters, it is 

very hard to maintain precisely the same gap between the hammer and the test specimen. However, 

as stated in section 3.2.1.3, the input is defined as the input force. Therefore, the shaker mount and 

the signal would be adjusted so that the recorded force is as close to each other as possible. The 

recorded value for the force sensor is as below: 

Table 3-4: Hitting forces for different hammer 

Hammer type Hitting force (N) 

Red Hammer 116 

White Hammer 113 

Black Hammer 104 

Metal Hammer 103 

With the input forces being closed to each other, the analysis on the effect of the hammer would have 

a higher degree of accuracy. Investigate the impact force, the following graph is obtained with the 

reference force as 1 N. 



31 

 

 

Figure 3-12: Input force signals with different hammers 

As can be seen from the graph, all input force signals generated by different hammers would 

generate spikes at 50, 150, 250, 350, and 450 Hz. The presence of these spikes can be attributed to 

the electronic artifacts of the powerline (which is rated at 50 Hz in Germany). Further experiments 

and testing show that these spikes can be removed by switching to a different excitation point. This 

effect will be shown from section 3.2.4.2 onwards. 

Table 3-5: Spikes’ heights seen by using different hammer tips 

Hammer 

Frequency (Hz) 
Red Black White Metal Average 

50 2.308 dB 1.759 dB 2.103 dB 4.570 dB 2.685 dB 

150 0.788 dB 3.040 dB 1.728 dB 3.453 dB 2.252 dB 

250   0.944 dB 1.017 dB  0.981 dB 

350  0.629 dB   0.629 dB 

450 0.867 dB 0.676 dB   0.772 dB 

Average 1.321 dB 1.526 dB 1.592 dB 3.013 dB  

It is seen that, while on average, the relative spike heights obtained with the red hammer are the 

smallest, it might not be the best fit here. The reason for this is the material, the red hammer tip is 
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made with softer material. This leads to the input spectrum dropping off significantly, and the 

hammer can only be used to analyze the low-frequency range. One document even cites that a soft 

tip hammer like the red hammer should be used when all resonance frequency is under 200 Hz 

(SIMCENTER, 2019; Forrest, 1985), which is not the case here. For example, the Transfer functions 

show three clear peaks at 250, 300, and 330 Hz. 

 

Figure 3-13: Transfer functions for different hammers 

Considering the remaining three choices, the differences between the three force signal spectrum are 

much more moderate, and they make little practical deviations from each other. However, for 

realistic usage in the thesis, the white hammer is the most comfortable. It requires only a moderate 

amplitude of the shaker stroke due to its highest length. In addition, due to personal bias and 

subjective perspective, the noise made with the white hammer is the most tolerable among the three. 

For this reason, the white hammer would be chosen for the thesis.  

 

3.2.2.3 Choosing distance of measurement 

The frequency of the laser, both the reference beam and measurement beam, is independent of the 

distance (Polytec GmbH, 2011). Therefore, the evaluation process would not be influenced by the 
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space between the measurement surface and the laser vibrometer. This theory would be verified with 

a preliminary experiment.  

The experiment studies the effects of distance between the laser scanner and the measurement 

surface (in this case the stator arm). In this parameter study, the measurement surface would be the 

side of the stator arm. The result is summarized in the chart below.  

 

Figure 3-14: Transfer functions for measurements at different distances 

It is confirmed and validated that within the scope of this thesis, the distance between the measured 

surface and the laser vibrometer does not affect the evaluation process. Therefore, the scanner would 

be put at the most convenient places (to prevent space cramping and accidents during off-time). In 

practical and real conditions in the lab, this translates to a distance of 2.65m from the laser scanner 

head to the specimen, or 1.95m to the test bench. 
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3.2.3 Parameter set-up 

3.2.3.1 Signal averaging 

Measurement in real-life is easily influenced by noise, defined as modifications of signals that are 

unknown and generally unwanted. These alterations may be made during measurement, capture, 

transmission, processing, or conversion (Tuzlukov, 2010). In order to reduce the effect of noise, one 

can do signal averaging (Polytec GmbH, 2018; Hewlett Packard, 1989). 

Because the data would be interpreted in the frequency domain (selected with arguments provided in 

section 3.2.1.4), the averaging of signal would also be done in this domain. In this process, different 

sequences of time traces, synchronized with the help of a trigger, are collected. Each time traces 

would have the same number of samples and converted to the frequency domain by FFT, where each 

converted time sample would have the same number of FFT lines. Here, the averaged spectrum is 

obtained by doing the average overall values at each frequency (Polytec GmbH, 2018).  

As mentioned above, there is a mathematical connection between frequency, trigonometry, and 

complex number (via Euler’s formula in section 3.2.1.4), thus, the average here is done in complex 

number form (also referred to as complex average). The formula for this is: 

S̅ =
1

N
∑ Sn

N

n=1

=
1

N
(∑ Re(Sn)

N

n=1

+ ∑ Im(Sn)

N

n=1

) 3-16 

Here “Re” stands for the real component, and “Im” is the imaginary component of the number. An 

illustration of the process (with 2 numbers being averaged) can be seen below 

 

Figure 3-15: Complex and magnitude averaging of signals S1 and S2 (Polytec GmbH, 2018) 

For this thesis, the signal averaging parameter is studied by comparing the result of having no 

averaged value to having different averaged complexes. It should have understood at one complex is 
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equivalent to one measurement, or “6 complexes averaged” means that for each scanned point, the 

measurement is repeated 6 times. 

Overall, the time taken for each signal average is concluded as followed. As can be seen, the more 

averaged measurements taken, the longer it needs to finish the whole process. 

Table 3-6: Evaluation time using different numbers of averaged samples 

Number of averaged 

complexes 
Time (mm:ss) Number of averaged 

complexes 
Time (mm:ss) 

0 00:40 8 04:57 

3 01:53 9 05:33 

4 02:30 10 06:10 

5 03:07 11 06:46 

6 03:44 12 07:24 

7 04:20   

An in-depth study of different signal averaging parameters is as followed: 

 

Figure 3-16: First study on signal averaging 

As it can be seen from the graph, there are significant differences in the spectrum obtained with the 

“no average” and “3 complex averages” options compared to the rest. This suggests the effect of 

noises is not truly eliminated until the 6 complex averages option is used. Thus, choosing from 6 to 

12 average complex values would be considered from this point onward. Next on the topic is to 
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consider using a high count of averaged complexes, here defined as having from 9 to 12 averaged 

values. As can be seen, there is no noticeable or significant difference within the frequency spectrum 

of these options for signal averaging. In other words, there is no point in using more than 9 averaged 

complexes. The remaining choices for signal averaging consist of choosing between 6 and 9 

averaged complex values. This is carried out in the next part. 

 

Figure 3-17: Second study on signal averaging 
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Figure 3-18: Third study on signal averaging 

For the third study, the differences are only noticeable at very low frequency, especially at 2.3Hz- 

and 12.5Hz-peaks, where the options of using 7 averaged complexes yield higher peaks (differences 

of up to 2 dB). Thus, to fully ensured that the noises are fully eliminated from the evaluation process, 

this thesis would average the signal over 9 complex values. 

 

3.2.3.2 Filter 

Within the scope of this thesis, “filter” is understood as a digital filter, of which the general 

mathematical formula is: 

𝑎0𝑦𝑛 = ∑ 𝑏𝑛𝑥𝑛−𝑘

𝑁𝑏

𝑘=0

− ∑ 𝑎𝑛𝑥𝑛−𝑙

𝑁𝑎

𝑙=1

 3-17 

The filter used in the system is a Finite Impulse Response (FIR) digital filter (Polytec GmbH, 2018). 

This is obtained by setting Na in the equation above as 0. In other words, an FIR filter would only 

use old inputs to compute the output (Brandt, 2011).  
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𝑦[𝑛] = ∑ 𝑏𝑖𝑥[𝑛 − 𝑖]

𝑁

𝑖=0

 3-18 

As the vibration of the specimen is originally measured in the time domain, the concerned range of 

frequency can be covered by other signals. Thus, filters should be investigated to see if there are any 

effects on the evaluation process. The general characteristic of the low-pass digital filter (in terms of 

signal strength) used here can be observed in the figure below. Under cut-off frequency (blue line), 

there is no damping for the collected signal, this region is called the passband. The next region is 

called the transition band, where the signal strength would drop rapidly. The last region is the 

stopband, where the damping level would plateau at -60 dB. According to Figure 3-7, this damping 

level is equivalent to reducing the signal strength to 0.1% of the original signal. 

 

Figure 3-19: Filter characteristic (Polytec GmbH, 2018) 

The frequency range of concern is from 0 to 500 Hz, which means on the lower end of the spectrum. 

Thus, a Low-pass filter (such as in Figure 3-19 above) will be used and compared. The result of this 

study can be seen below. 
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Figure 3-20: Transfer functions with different filters applied (logarithmic scale) 

As seen from the chart above, there are no discernible differences with regards to the spectrum of 

different Transfer functions using different filters. The reason for this is two-fold. First, both the 

input (impulse force) and output (vibration speed) are filtered by the same mathematical function. 

Thus, the damping ratio would be the same for both of them, and the basic quotient rule would 

cancel out the modification. This means that the final value for the Transfer function would be the 

same. A simple math expression, written below, would illustrate this. The symbol η illustrates the 

damping ratio due to the (digital) filter being applied. 

Output × η

Input × η
=

Output

Input
= Transfer function 

The second is that, after being filtered, the signal would decay by 20 dB for every decade (with a 

decade is an increase of 10 times for the frequency) (Brandt, 2011). Even for the lowest frequency 

setting for the filter (at 100 Hz), the concerned frequency ranges (up to 500 Hz) might not be clear 

enough to show the signal strength drop. 

While using filter has no clear effect on the Transfer function within the concerned frequency range 

(0 to 500 Hz), a low pass filter is still used here, with the cut-off frequency set at 2 kHz. The main 

purpose of this filter is to act as an anti-aliasing filter (explained in section 3.2.3.3.1 below). 
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Furthermore, the cut-off mark of 2 kHz is much higher than the highest frequency of concerned (500 

Hz), making sure that as little change as possible would be made within the concerned range of 

frequency. 

 

3.2.3.3 The sampling rate, FFT lines, and Bandwidth 

With the software provided by Polytec, two parameters can be changed with regard to frequency 

setting, including bandwidth and FFT lines. Other parameters would be automatically calculated 

from these two settings. This section will first analyze all related parameters before finally choosing 

the appropriate combination. 

3.2.3.3.1 Sampling rate 

A related definition to bandwidth is sample rate (also known as sampling rate or sampling frequency) 

fs, defined as the number of data samples acquired per second (SIMCENTER, 2020). Usually, the 

sample rate is defined as twice the value for BW, or: 

Bandwidth = fmax =
1

2
fs 3-19 

This is an application of the Nyquist sampling theorem, where the required sample rate should be 

two times higher compared to the signal bandwidth (National Instruments Corp., 2019). The 

application of a high sample rate is to avoid aliasing, defined as distortion from the true signal due to 

a low sample rate. The illustration can be seen below. The original signal in red in the time domain is 

sampled at a low rate, which will produce the final (and false) signal in blue. Notice the acquired 

frequency (blue line) is much lower than the actual frequency. 
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Figure 3-21: A low sample rate failed to replicate the original signal (SIMCENTER, 2019) 

There is another consequence of using a low sampling rate. If the sampling frequency is less than 

twice the frequency of the sine wave, the result would be shown as a sine signal of a different 

frequency. For example, at 0.4fs and 0.6fs, both sine waves would return the same spectrum, or 0.1fs 

and 1.1fs. This is described as all frequencies are mirrored in the Nyquist frequency, defined as half 

the sampling rate. This phenomenon is also known as “frequency folding”. It should be noted that 

both terms (aliasing and frequency folding) describe the same effect of having a low sampling 

frequency. An illustration of frequency folding is seen below. The frequency axis (the horizontal) is 

cut at multiple of the Nyquist frequency, and the frequency spectrum is then folded over at these 

points (Brandt, 2011). 

 

Figure 3-22: Alias (a), also known as Frequency folding (b) happens when the sampling frequency is low (Brandt, 2011) 
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Thus, the sampling rate must be sufficiently high (at least two times higher than the highest 

frequency component in the signal) to capture the original signal fully. Regarding the value of 

sample rate, Shreeve has proposed that it should be 2.56 times the signal bandwidth to comply with 

the computer world (Shreve, 1995). This is also followed by Polytec, who also uses this number to 

automatically calculate the sample rate after choosing the bandwidth.  

In addition, one assumption that must be made is that the captured signal (the vibration speed of the 

specimen and the impulse input) would have no frequency content higher than half of the sampling 

frequency. This is done by applying an anti-alias filter, of which cut-off frequency is lower than fs/2 

(Brandt, 2011). For this thesis, the low-pass FIR filter with a cut-off frequency of 2 kHz (chosen in 

section 3.2.3.2) would fulfill this duty.  

3.2.3.3.2 FFT lines 

FFT lines, also referred to as Spectral Lines by certain documents (SIMCENTER, 2020), are the line 

that divides the bandwidth within the frequency spectrum. The more lines available, the better the 

frequency resolution gets. However, in return, for each measurement, more time would be needed. 

The number of FFT lines in the frequency domain is analogous or comparable to the number of 

sampling points in the time domain. 

It should also be noted that there are equivalent terms for frequency resolution, including frequency 

bin or frequency increment. Within this thesis, all of these terms are considered to describe the same 

object: the frequency spacing between two consecutive FFT lines. 

If the bandwidth is kept the same and more FFT lines are used, the frequency resolution would be 

smaller. This would lead to higher peaks within the frequency domain. There are two reasons for 

this. The first is at lower counts of FFT lines, the frequency range between two consecutive data 

points would be longer, increasing the chance for a peak to be missed. This is illustrated below, with 

3200 FFT lines missing a peak in the middle. Using 6400 or 12800 lines would approximate the 

frequency value, and using 25600 lines would yield a much better value for the amplitude of the 

peak. 
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Figure 3-23: Effect of frequency resolution on the frequency spectrum (Left: discrete data points; Right: conversion into a continuous 
spectrum) 

The other argument is due to the leakage effect (Cimbala, 2010). Visually speaking, leakage can be 

seen as a wide base at the end of each peak in the frequency spectrum. This can be seen on the right-

hand graph of Figure 3-23. Leakage happens because the discrete data acquisition does not stop at 

the precise phase of the sine wave as it started. This would lead to some of the energy of the peak 

being distributed into the nearby frequencies, resulting in a net decrease of the peak. With more FFT 

lines being used, the frequency gaps between each of them would get smaller, leading to a smaller 

range of frequency where this energy distribution takes place. The result of using more FFT lines 

(for smaller frequency resolution) is that the peak would get higher. An example of this (albeit not in 

vibration analysis and the bandwidth is not kept the same) can be seen in the figures below. The 

input used here is a sine wave of 10 Hz frequency and amplitude of 10 V. 

 

Figure 3-24: Signal captured with Δf = 3.91 Hz (Cimbala, 2010) 
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Figure 3-25: Signal captured with Δf = 0.781 Hz (Cimbala, 2010) 

 

Figure 3-26: Signal captured with Δf = 0.0488 Hz (Cimbala, 2010) 

However, actual measurements for this thesis show that in practice, using smaller frequency 

resolutions does not always guarantee better results (see section 3.2.3.3.5). 

3.2.3.3.3 Bandwidth 

Bandwidth is the range of frequency in which the measurement will take place. There is no clear 

scientific or engineering proven theory on how to choose a bandwidth for evaluation on digital 

equipment, but it is quite self-evident that the bandwidth should be at least as high as the concerned 

frequency (500 Hz for this thesis).  

In addition, there is a general rule of thumb (a guide based on practice rather than theory), that the 

measurement (or digitizer) bandwidth should be three to five times higher than the signal bandwidth, 

or bandwidth with at least two times the highest frequency component in the signal (National 

Instruments Corp., 2019). Another source (SIMCENTER, 2020) says that for the time domain, one 

should sample at 10 times the highest frequency to get the correct amplitude and 2.5 times (with 

accounting for anti-alias filter) in the frequency domain. 

As mentioned above, the sampling rate is (at least) 2 times higher than the cut-off frequency of the 

anti-aliasing filter, and 2.56 times higher than the value of the bandwidth. Considering that the filter 

has been set at 2 kHz, the minimum applicable value for bandwidth in this thesis would be at least 

1562.5 Hz. In practice, due to the design of the software, bandwidths of 2 kHz and above would be 

investigated. 
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3.2.3.3.4 Relationship between sample rate, FFT lines, and bandwidth 

Frequency resolution (or frequency bin): the spacing between two consecutive data points (or two 

consecutive FFT lines) in the frequency domain. 

∆f =
Bandwidth

Number of FFT lines
 3-20 

Measurement time: the period required to finish one measurement (or rather one sample), also 

known as the amount of time data collected to perform an FFT.  

T =
1

∆f
=

Number of FFT lines

Bandwidth
 3-21 

Total measurement time: the total time needed to finish the whole measurement process, with T is 

the measurement time per sample as defined above. 

Ttotal = T × Number of averages × Number of scanned points 3-22 

For N as the number of sampling point in the time domain, and within the context of digital sampling 

used in this thesis, the connection between the number of FFT lines and N is 

N = Number of FFT lines × 2.56 3-23 

This formula is also independently verified in this experiment, comparing the data point available in 

the frequency domain (the number of FFT lines minus 1) and in the time domain (N). 

Sampling time: the amount of time between data samples collected in the time domain. The smaller 

it is, the better the chance of measuring the true peak in the time domain. This value is also called 

sampling interval or time increment in some literature and online resources 

∆t =
T

N
=

Number of FFT lines/Bandwidth

Number of FFT lines × 2.56
=

1

Bandwidth × 2.56
=

1

fs
 3-24 

Nyquist frequency: the highest frequency that can be coded at a given sample rate to fully construct 

the signal, or half the sample rate (Weisstein, 2005): 

fn =
fs

2
 3-25 

3.2.3.3.5 Choosing bandwidth and FFT lines 

No clear literature or online resource is detailing the scientific process of choosing an appropriate 

frequency resolution (via setting bandwidth and the number of FFT lines). Either the explanation is 

made vague, or the choice should be done experimentally, which would be different in each case. For 

this reason, the selection of a correct frequency resolution would be carried out by the trial and error 
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method here, which is carried out over two steps. In the first step, the number of FFT lines would be 

kept the same, and the value for bandwidth would be varied. From this, the best-fit value for the 

bandwidth would be chosen. Then, in the second step, the chosen bandwidth would combine with 

different FFT lines count to choose the best frequency resolution. However, the choice of 

combination would be done fairly subjectively, dependent on personal opinion, and not a fully 

provable scientific, technical, or engineering theorem. 

In the first step, 12800 FFT lines are used, and the values for bandwidth would be compared between 

2, 5, 10, and 20 kHz. Lower values are not applicable due to the application of the filter (see section 

3.2.3.3.3) and higher values are not strictly needed (four different values for bandwidth are sufficient 

for comparison). 
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As seen in the graph above, for all peaks, there are no major differences with regards to their widths. 

However, there are clear distinctions concerning their height. In particular, these heights mostly go 

against the idea of using smaller frequency resolution would lead to higher peaks. A possible answer 

can be found via interpreting the input (force) and output (vibration speed) individually. 

The graph below represents the input force signal in different situations. It should be noted that the 

force collected in the time domain is the same (the shaker setting is maintained), with the only 

difference is different bandwidths. This would lead to different frequency resolutions being used. 

This leads to the four measurements having four spectra on different heights (albeit sharing the 

roughly same shape). This can be explained as each spectrum has its own distinct Fourier 

coefficients’ magnitudes (Hartin & Belanus, 1997).  

 

Figure 3-28: Input force signals in the logarithmic scale and the frequency domain, using 12800 FFT lines and different bandwidths 

A more mathematical and detailed approach can be found via 3-13, as well as a combination with the 

relationship between related parameters (see section 3.2.3.3.4). With the same number of FFT lines 

being used, increasing the bandwidth would increase the sampling frequency and the width of the 

frequency bin. This would decrease the measuring time of one sample, and 3-13 shows that the 

measuring time is inversely proportional to the magnitude of the Fourier coefficient (and thus, the 
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amplitude in the frequency domain). Thus, a wider bandwidth would lead to an elevated spectrum in 

the frequency domain.  

In addition, the signal obtained with 2 kHz bandwidth and 12800 FFT lines is heavily smeared. This 

is due to a very small frequency resolution in combination with the window function (more in section 

3.2.3.4, and in this particular case, the Hann window function is used). Due to the design of the 

window functions (which is unavoidable), the signal strength of a certain frequency would be 

sampled into the neighboring bins. The smaller frequency resolution, the signal would be sampled 

into a shorter frequency range. In other words, if the increment between two consecutive frequencies 

is smaller, the resulting spectrum would be rougher. This would lead to a heavily smeared spectrum 

(as seen in the input signal using 2 kHz bandwidth) and the presence of sudden spikes for the 

remaining option.  

Comparing the remaining spectrum (with 5, 10, and 20 kHz bandwidths) on the relative increase of 

the spikes, the following table is obtained. Here, the spike height is defined as the difference between 

the highest and the lowest point, and only spikes of 0.5 dB or more are considered. All values here 

are calculated to 3 decimal points. 

Table 3-7: Spikes’ height seen by using different bandwidths 

Frequency (Hz) 

 

Bandwidth (kHz) 

50 150 250 350 450 Average 

5 kHz bandwidth 7.346 dB 
13.883 

dB 
0.722 dB 5.599 dB 2.483 dB 7.508 dB 

10 kHz bandwidth 4.157 dB 6.734 dB  1.089 dB 0.843 dB 3.206 dB 

20 kHz bandwidth 2.283 dB 2.484 dB    2.384 dB 

Average 4.595 dB 7.700 dB 0.722 dB 3.344 dB 1.663 dB  

As seen from above, the 20 kHz provides the smoothest spectrum, with the least amount of spike 

presence. This is preferable because a spike in the frequency spectrum of the input signal would lead 

to a sudden decrease in the spectrum of the transfer function, hindering the analysis process.  

Furthermore, using a wider bandwidth would also lead to a smoother signal reconstruction in the 

time domain. As seen in the figure below, a shorter bandwidth will lead to more ringing effects 

before and after the main pulse. This ringing effect is termed the Gibbs phenomenon in mathematical 

term (Brandt, 2011). With wider bandwidth being used, the sampling frequency would also increase, 
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leading to more points being sampled in the same period (assuming the same number of FFT lines is 

used). The main impulse would last for about 1 ms, and thus, increasing the bandwidth means that 

more points within this period. And with more points being sampled (or the signal being 

approximated via Fourier series with more sine and cosine terms), the recorded data set would be 

smoother, reducing the ringing effect. 

 

Figure 3-29: Time domain input force signals, obtained with different bandwidths on 12800 FFT lines 

A simpler illustration can be seen below. The original signal is a square wave (in black), which is 

sampled with two different sampling frequencies (and thus, two different values for FFT lines). The 

red line represents 10 trigonometry terms while the blue line shows the result obtained with 200. As 

it is seen, the more terms being used (or more points being sampled in the time domain), the 

smoother the line will be, and the ringing effect will be minimized. 

Strictly speaking, there is nothing wrong with the original signal, this is purely due to choosing the 

parameters for measurements. However, because the goal of this section is to choose the correct 

bandwidth, this effect must be put into consideration. The extra ringing effect would also be 

converted into the frequency domain by the FFT, which would falsify the final result. For this 

reason, the 20 kHz bandwidth would be chosen, as this would lead to the smoothest spectrum in the 

time domain. With the 20 kHz being chosen as bandwidth, the next step would be changing the 

number of FFT lines to study their effect. The spectrum of the Transfer functions can be observed in 

the graph below: 
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The figure above shows the Transfer functions, while the two below illustrate the input signals, and 

the vibration speed signals, obtained with different FFT line counts on the same 20 kHz bandwidth. 

By increasing the number of FFT lines, the frequency resolution would be smaller, and the general 

height of the spectrum (of both the input and output signal) would decrease. The reason is due to the 

computation of the Fourier coefficient as shown in 3-13. With fewer FFT lines, the frequency 

resolution would be larger, leading to a longer measurement time, and thus, lower the Fourier 

coefficients. This would finally result in the spectrum being lower with more FFT lines being used. 

 

Figure 3-31: Force signals in the logarithmic scale and frequency domain, with 20 kHz bandwidth and different numbers of FFT lines 
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Figure 3-32: Vibration speed in the logarithmic scale and the frequency domain, with 12800 FFT lines and different bandwidths 

Figure 3-31 shows that the smaller the frequency resolution, the more and higher spikes would be 

seen in the spectrum of the input. The peaks at multiples of 50 Hz can be attributed to the electronics 

effect (mentioned in 3.2.2.2). A more detailed comparison of these peaks is done within the table 

below. Note that only peaks with heights of 0.5 dB height or more would be considered. 

Table 3-8: Spikes’ heights seen with different numbers of FFT lines 

Frequency (Hz) 

 

Number of FFT lines 

50 150 350 450 Average 

6400  2.109 dB   2.109 dB 

12800  3.365 dB   3.365 dB 

25600 6.796 dB 3.196 dB   4.996 dB 

51200 6.340 dB 
11.932 

dB 
1.346 dB 1.643 dB 5.315 dB 

Average 6.568 dB 5.151 dB 1.346 dB 1.643 dB  

As it can be seen, a larger frequency bin would decrease (and eventually eliminate) the presence of 

sudden peaks within the spectrum of the force signal. However, simply choosing the option yielding 

the least amount of sudden peaks would not be fully effective. For example, using 3200 or 6400 FFT 
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lines would lead to a smooth spectrum for the input force signal, but the amount of spectral leakage 

in the vibration speed signal would be higher. 

Furthermore, using a smaller frequency resolution would lead to a lower spectrum, for both the input 

force signal and the vibration speed. The reason might be because of lower Fourier coefficients due 

to longer measurement time as explained in this section above. 

Among the 5 considered options, using 12800 lines is a comfortable compromise. There are still two 

visible sudden peaks in the spectrum, but they are fairly negligible and much smaller compared to 

using 25600 or 51200 lines. These peaks can be fully removed by adjusting the excitation point 

(illustrated in section 3.2.4.2). At the same time, the amount of spectral leakage is much reduced 

compared to using 3200 or 6400 lines. Another reason is that this thesis does not require a very fine 

frequency resolution. The frequency increment of 1.5625 Hz (obtained with 12800 lines on 20 kHz 

bandwidth) is deemed sufficient for the study. 

Thus, for this thesis, the 20 kHz bandwidth would be used alongside 12800 FFT lines. 

 

3.2.3.4 Window function 

As mentioned above, the FFT algorithm is used in this thesis. The mathematics principles assume 

that the signals have an infinite circular topology. In other words, the two endpoints within the 

captured signal are assumed as being connected (having the same value) (National Instruments 

Corp., 2019). Therefore, one can try to perfectly capture a periodic signal, as seen below. In this 

case, there will be no leakage and thus no window function is needed. 

 

Figure 3-33: Example of a periodic signal (SIMCENTER, 2019) 
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Converting to the frequency domain, the spectrum would consist of a single line at the said 

frequency only: 

 

Figure 3-34: Converting a sine wave from the time domain (A) to the frequency domain (B) (National Instruments Corp., 2019) 

However, in actual measuring conditions, the number of periods within the signal is not an integer, 

or the signal is not periodic, or the beginning and endpoints do not match each other, or the measured 

signal is captured in such a manner that the captured is no longer periodic. This means that the 

measured signal would be truncated into a new waveform with a different characteristic compared to 

the original. The repeated signal would show sharp transition changes or discontinuities within the 

spectrum. An illustration can be seen in the figure below: 

 

Figure 3-35: Measuring a non-integer number of periods (A) adds spectral leakage to the FFT (B) (National Instruments Corp., 2019) 
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Instead of a single peak at a set frequency, the spectrum is spread over a range of different 

frequencies. This mismatch is referred to as “spectral leakage”. A comparison of this effect within 

the frequency domain is summarized in the figure below. The original signal (in the time domain) is 

a sine wave. 

To reduce the effect of leakage, the window functions would be applied. The most three famous (or 

commonly used) window functions are Rectangular, Hanning, and Flat Top (Hewlett Packard, 1989). 

It should be noted that the window function would be immediately applied after signal capture and 

before application of the FFT algorithm. An illustration of this process can be seen in the figure 

below. 

 

Figure 3-36: Application of window function in the time domain (Hewlett Packard, 1989) 

One common characteristic of the window function is “lobes”, which can be observed while 

observing its frequency response (or within the frequency domain). There are two types of lobes 

shown within the frequency response: the main lobe and side lobes. A comparison of them could be 

seen below. 
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Figure 3-37: Main lobe and side lobes of a window function (frequency domain) 

Generally speaking, a narrow main lobe (which will lead to a good frequency resolution) and a very 

low side-lobe level (resulting in having the signal being spread over fewer FFT bins) is preferred 

(Smith & Serra, 1987). However, it is not always possible to have both at the same time, and one 

must make the necessary trade-off, depending on the particular situation at hand.  

Some related characteristic of a window function also includes 3 dB bandwidth (the frequency range 

where the signal is reduced by 3 dB compared to the reference, sometimes referred as half-power 

bandwidth), 60 dB bandwidth, the shape factor (ratio between 60 and 3 dB bandwidth) or noise 

bandwidth (width of an ideal filter with the same peak power gain). While these characteristics 

originate from the topic of filter, they are also adapted to describe window functions. Certain 

documents make no clear distinction between these two terms (Herlufsen, 1987; Shin & Hammond, 

2008). Just like the main lobes and side lobes, these features representing certain compromises made 

within the window function design, and the user must make a certain trade-off in choosing the 

function. 

The target of this section (section 3.2.3.4) is to study the effect of window functions and to determine 

which compromise has to be made. Thus, other than the three named functions above, available 

functions within the software would also be considered. 

3.2.3.4.1 Rectangular window function 

The Rectangular window function is also known as the Uniform window function. This is a window 

function that weights every time records uniformly, or it can be understood as “no window function 

is applied” (Hewlett Packard, 1989; SIMCENTER, 2019). Some other names for this window 
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function include Flat, Boxcar weighting, or Rectangular Weighting. The general formula for this 

window function is: 

w(t) = 1 3-26 

The Rectangular window function is considered to be a poor function when a deterministic or 

harmonic signal is used, with a wide 60 dB bandwidth and large ripple up to 3.9 dB (Herlufsen, 

1987). Furthermore, when the actual frequency of the sine wave falls in between the two frequency 

lines (determined by the FFT algorithm), the actual peak would drop by 36% and the effect of the 

leakage effect would be highly visible, this can be termed as the worst-case scenario in using 

Rectangular window function (Brandt, 2011; Herlufsen, 1987).   

 

Figure 3-38: Left – Rectangular window function in the time domain. Right – "Worst case" of using Rectangular window function 
(SIMCENTER, 2019) 

This effect can be explained by the slow fall-off rate of the side lobes, -13.3 dB for the first and -20 

dB/decade for the subsequent ones (Shin & Hammond, 2008; Wickramarachi, 2003). However, 

when the signal is periodic (or when the frequency of the sine term lies precisely on the FFT lines, or 

“best-case”), this is a preferred window function. This Rectangular function is recommended for 

impact testing (hammer blow) with transient signal (Hewlett Packard, 1989; Herlufsen, 1987; 

Wickramarachi, 2003; Polytec GmbH, 2018). A more recent source (SIMCENTER, 2019) also 

recommends this window function if the impact measurements fully decay within the measurement 

time, which is also what is observed in the experiments. 
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Figure 3-39: Collected data in time domain for input force signal and vibration speed 

As seen from the figure above, both the input and output signals have mostly reduced to 0 at the end 

of the measurement time. Interpreting the numerical data from the exported file of the software 

shows that the  

3.2.3.4.2 Hann window function 

Originally called Hanning, this is a good general-purpose window function and a commonly used 

function within the field of FFT (Shin & Hammond, 2008; Brandt, 2011; Herlufsen, 1987). One 

source even cites that the Hanning window is satisfactory for 95% of the situation (National 

Instruments Corp., 2019). Due to the presence of a similar name (Hamming window function, 

described below), the “Hanning” window function would be referred to as “Hann” in this thesis to 

avoid mistakes. The formula for this window function is  

w(t) =
1

2
(1 − cos

2πt

T
) = sin2

πt

T
 3-27 

Hann window function is capable of fixing certain issues of the Rectangular function, most 

particularly reducing the error if the frequency falls between two frequency lines (only 15% or 1.42 

dB, compared to 36% or -3.92 dB of Rectangular function). If the said frequency is one-fourth of the 

frequency spacing, then the error would be 7.5% (Herlufsen, 1987; Hewlett Packard, 1989; 

SIMCENTER, 2019; Wickramarachi, 2003). Furthermore, the roll-off rate of the Hann window is 
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also better to the Rectangular, -31.5 dB for the first lobe and -60 dB/decade for subsequent ones 

(Wickramarachi, 2003; Shin & Hammond, 2008). 

 

Figure 3-40: Left – Hann window function in the time domain. Right – “Worst case” of using Hann window function (SIMCENTER, 
2019) 

However, the cost of this is that the main lobe (in the frequency domain) of the Hann window is 

larger (4 Δf, double than that of the Rectangular window function), and the same can be said about 

the noise bandwidth (1.5 Δf compared to Δf). The 3 dB bandwidth of the primary lobe is also 

increased from 0.85 Δf to 1.4 Δf (Wickramarachi, 2003). Due to differences in conventions, another 

source state the increase is from 0.443 Δf to 0.720 Δf (Prabhu, 2014). Eventually, the widening of 

the larger main lobe would lead to an increase in leakage when a sine wave is captured periodically 

 

Figure 3-41: The periodically captured sine wave with the Hann window (blue) is wider in frequency than the original signal (red) 
(SIMCENTER, 2019) 

This tradeoff is accepted when the analyzed signal is not periodic or being random, illustrated by the 

figure below 
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Figure 3-42: A non-periodically captured sine wave (magenta) has a spectral leakage over the entire bandwidth, applying a Hann 
window minimized the leakage (green) (SIMCENTER, 2019) 

3.2.3.4.3 Hamming window function 

Hamming is fairly similar to the Hann window function (National Instruments Corp., 2019). Visually 

speaking, while both Hann and Hamm functions have a sinusoidal shape, only the Hann function 

reaches 0 at both ends. 

 

Figure 3-43: Hann and Hamming window functions in the time domain (National Instruments Corp., 2019) 

The formula of Hamming function is given as: 

w(t) = 0.54 − 0.46 cos
2πt

T
 3-28 

This formula gives a good suppression on the nearest lobe (-43 dB) at the expense of other lobes 

(rolling off at -6 dB/octave, same as the Rectangular window function). The noise bandwidth of 

Hamming function is slightly better than Hann (1.363 Δf compared to 1.5 Δf), and the same thing 

can be said about the 3dB bandwidth (0.651 Δf compared to 0.720 Δf) (Prabhu, 2014). 
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Thus, this function is suited for analysis requiring good frequency resolution while moderate side 

lobes are not a problem (Shin & Hammond, 2008; National Instruments Corp., 2019). However, 

when the measured signal is noisy, this function is not recommended (Polytec GmbH, 2018). 

3.2.3.4.4 Flat Top window function 

Generally used for calibration purposes (Herlufsen, 1987; Polytec GmbH, 2018), Flat Top (also 

referred to as Flattop) is a window that has a high amplitude accuracy, with the maximum error given 

is 1% (Hewlett Packard, 1989). Other materials give an even lower error, such as 0.1% 

(Wickramarachi, 2003; Brandt, 2011) or even 0.01% (SIMCENTER, 2019). 

 

Figure 3-44: Left – The time-domain shape of Flat Top window, Right – Frequency domain effect of Flat Top window on periodic and 
non-periodic sine wave relative to measurement time (SIMCENTER, 2019) 

There are a few variants for the Flat Top window function, the version used in the program has five 

terms arranged as below. The coefficients have been reduced to 5 decimal figures for ease of 

observation and writing. 

w(t) = 0.21558 − 0.41663 cos (
2𝜋𝑡

𝑇−1
) + 0.27726 cos (

4𝜋𝑡

𝑇−1
) −

0.08357 cos (
6𝜋𝑡

𝑇−1
)+0.00694cos (

8𝜋𝑡

𝑇−1
) 

3-29 

However, the trade-off is that this function has a very main lobe (up to 3.43 Δf) with no roll-off of 

the side lobes (Wickramarachi, 2003). This means that the peak width of this function would be 

considerably wider compared to others, such as Hann: 
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Figure 3-45: Differences between Hann and Flat Top window for periodic (left) and non-periodic sine wave (right) (SIMCENTER, 
2019) 

In addition, due to the wide main lobe (and thus more leakage), it is also plausible for this window 

function to miss out the peaks if they are very close to each other: 

 

Figure 3-46: Spectrum of two periodically captured tones that are 4 Hz apart, Hann vs Flat Top functions (SIMCENTER, 2019) 

Thus, the Flat Top function is recommended for calibration purposes, or when there is a clean 

periodic waveform to avoid the interested signal being lost in broadband noise. It can be concluded 

that this window function is not particularly fit for the experiment of this thesis. 

3.2.3.4.5 Blackman-Harris window function 

Blackman-Harris is another window function that shares certain similarities with Hann, other than 

Hamming function (National Instruments Corp., 2019). There are different variants of the function, 

but the one cited by the Polytec (and thus, the one used by the software in this thesis) has a side lobe 

attenuation of 92.1 dB (Polytec GmbH, 2018), making it a minimum four-term Blackman-Harris. 

Thus, its formula is: 

w(t) = 0.35875 + 0.48829 cos
2πt

T
+ 0.14128 cos

4πt

T
+ 0.01168 cos

6πt

T
 3-30 
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It is also called “Minimum Four-term Blackman-Harris”. This function has a fairly wide noise 

bandwidth (up to 2 Δf), which would lead to some degradation in frequency resolution, but it has a 

very good lobe suppression (-92 dB for the first lobe, and a decay rate of -6 dB/octave). It can also be 

considered as a general-purpose window function, alongside Hann and Hamming (Prabhu, 2014; 

National Instruments Corp., 2019). Thus, this is a function that can be used when good frequency 

resolution is needed or the measured signal is periodical, but it would be inappropriate when there is 

a great amount of noise (due to irregular attenuating behavior) or the signal is not periodic (Polytec 

GmbH, 2018). 

3.2.3.4.6 Bartlett window function 

Bartlett window function is a function that has the shape of an isosceles triangle in the time domain. 

It is considered to be a compromise between the Rectangular function and cosinusoidal ones (such as 

Hann, Hamming, and Blackman-Harris) (Polytec GmbH, 2018). It has the first sidelobe suppression 

of -26 dB, and a roll-off rate for further lobes of -6 dB/octave. The formula for this function is: 

w(t) = {

2t

T
, 0 ≤ t <

T

2

2 −
2t

T
,

T

2
< t ≤ T

 3-31 

3.2.3.4.7 Exponential window function 

For tests such as the hammer blow, the vibration can die out within a few seconds of the impact. 

However, if the vibration lasts longer than the measurement window, then the signal analysis would 

need some extra damping to make sure that the signal is fully decayed by the end of the measurement 

time (Hewlett Packard, 1989; Fladung, 1997; Wickramarachi, 2003). One solution for this is called 

the Exponential window function, to force that to happen. 

 

Figure 3-47: Usage of Exponential window function (Fladung, 1997) 
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The proposed formula for this function is: 

w(t) = e−t/τ 3-32 

with tau (τ) as the time constant. However, according to the document provided by Polytec 

(manufacturer of the equipment used in this thesis), using the Exponential window would have the 

signal “attenuated to the e-th part (e=2.718) of its initial value according to time constant τ” (Polytec 

GmbH, 2018). This means that the actual formula used in this thesis would be slightly different 

above. The proposed formula is 

w(t) = e−τt/T 3-33 

This function form is also found in one reference literature (Brandt, 2011). To test which formula is 

the one used in the software, two-parameter values would be chosen, with τ=1 and τ=8. 

This window function is recommended to use when the measured signal (excited by the hammer 

blow) is decaying weakly, however, it is unfit for measuring periodic signal (Polytec GmbH, 2018; 

Wickramarachi, 2003). One interesting feature of this function is that it does not attenuate the signal 

at the beginning of the measurement time, unlike other sum-of-cosines and triangular functions. 

3.2.3.4.8 Choosing a window function 

Generally speaking, window functions are not fit for analyzing transient input, of which the vibration 

speed is an example. An illustration of this can be seen below 

 

Figure 3-48: Loss of signal information due to using window function (Hewlett Packard, 1989) 

This can be attributed to the formulas of the window functions. Most of the transient information or 

the vibration speed happens in the early section of the measurement time. However, this section is 

damped and lost due to the design of the window function. This effect can be seen in Figure 3-50. 
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In the figures below, the Rectangular window function is compared with the Hann function when the 

signal is a sum of 3 sine waves (Figure 3-49) and when the signal is transient (Figure 3-50). 

 

Figure 3-49: FFT of a sum of 3 sine waves, using Rectangular window function (left) and Hann window function (right) (Shin & 

Hammond, 2008) 

 

Figure 3-50: FFT of a transient signal, using Rectangular and Hann window functions (Shin & Hammond, 2008) 

In both cases, the resonance frequencies are identified. However, using Rectangular would lead to a 

serious rippling effect in the spectrum (even if the magnitudes of the peaks are obtained correctly) 

when the signal is a combination of sine waves. However, when the signal is transient, the Rectangle 

function would lead to a spectrum staying close to the true spectrum. 

A more general comparison between the four concerned window functions can be seen below, where 

the functions are plotted on the same graph in the time domain as below. The graph is obtained via 

the Octave program to best simulate the functions being used in actual conditions. As it can be seen, 

the Rectangular function has the highest magnitude, followed by (in descending order) Hamming, 

Hann, Blackman-Harris, and Flat Top. Thus, it is expected that, for individual signals, the magnitude 

of the signal obtained with the Rectangular function would be the largest. 
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Figure 3-51: Window functions in the time domain 

Further comparing the four window functions can be done via analyzing the graphs of the Transfer 

functions, the Input force signal, and the Vibration speed signal. 
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While considering the inputs and outputs individually, the Rectangular window function would lead 

to the highest spectrum. This is due to the nature of “no window” so the signal level would not be 

decreased, which is not the case for the remaining functions (each of which is a sum of cosines). 

Furthermore, using the Rectangular function would lead to the least amount of sudden jumps, 

resulting in a smoother spectrum for the Transfer function. 

With regards to the two Exponential window functions (with different time constants τ), it is cleared 

that the signal is damped with τ=8, while the effect is negligible with τ=1. The benchmark for 

comparison is the spectrums obtained with the Rectangular window function. This proves that the 

proposed formula for the Exponential window function (3-33) would be the one used by the 

software, while the original formula (3-32) is not due to different definitions of the time constant τ. 

The general behaviors of the remaining window functions also fall within expectation. Due to the 

software setting, the impulse will be made when the measurement time has run 10% of its course. At 

these points in time, only the Rectangular and Exponential (τ=1) window functions have a 

sufficiently high magnitude (90% and more) to preserve the signal level. This would explain why the 

two spectrums obtained with these two functions are much higher compared to others. Figure 3-51 

shows that Hann and Hamming have roughly the same graph, which leads to their spectrums being 

very close to each other. Bartlett function would lead to higher individual spectrums compared to 

these two, due to a higher magnitude at the first segment of measurement time. Flat Top and 

Blackman-Harris window functions would lead to the lowest spectrum due to their small magnitudes. 

However, the Flat Top function has a higher spectrum (despite having a lower magnitude on most 

indexes) because of its wider main lobe and less attenuation on the side lobes. 

Comparing different window functions, it can be said that the general trend (increasing and 

decreasing) in the vibration signal is the same, suggesting that the amount of spectral leakage here is 

either minimum or the same on all functions. It should be noted that this is one major pitfall of the 

Rectangular window function. In addition, it also provides one of the smoothest spectrum (in all 

three graphs), leading to easier analysis. The “rippling” effect, while visible, falls within non-peak 

areas and generally has no effect on the current analysis. 

From the theory and experiment data above, it has been concluded that the Rectangular window 

function preserves the most signal strength in this case. Therefore, this function would be chosen for 

usage in this thesis. 
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3.2.3.5 Conclusion for parameter setups 

In summary, the parameter setups are as followed: 

 Signal averaging is done over 9 points with the complex type 

 A low-pass filter of 2 kHz is used 

 A bandwidth of 20 kHz and 12800 FFT lines 

 The Rectangular window function is used 

 

3.2.4 Measurement parameters 

3.2.4.1 Choosing measurement area 

As the granulated material is only partially filled inside the stator arm, it is clear that the bottom part 

of the stator arm would be damped immediately. However, it is unverified if other sections are also 

damped. This section aims to answer that answer with the final goal is to pick a specific area for 

evaluation. 

There are four measurement areas to compare for this topic, including a line at the top of the stator 

arm, an area at the top of the stator arm, the bottom part of the stator arm, and the profile of the 

generator ring. There might be differences in the evaluation result of these areas, so an investigation 

is needed. A comparison of the three possible sites is below. For easy reference, each area is 

designated with a short-handed name. It should also be noted that to see the bottom of the stator arm 

clearer, the image is slightly zoomed in compared to others. 

Table 3-9: Different measurement areas being compared 

Measurement area Illustration Short-handed name 

A line at the top of the 

stator arm 

 

Top Line 
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An area at the top of the 

stator arm 

 

Top Area 

The bottom part of the 

stator arm 

 

Base 

The profile of the generator 

ring 

 

Bottom Edges 

Each measurement area is compared between the blank (or standard/initial) state and with the 

granulated material filled in. The material is recycled and granulated plastic from the OvGU 

laboratory. The result (evaluated via Transfer function) is as followed:
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Figure 3-56: Transfer functions from different areas without granulated materials 

 

Figure 3-57: Transfer functions from different areas with granulated materials 
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As can be seen from the three graphs, the general shape of the transfer function is the same in the 

three cases. The frequencies where the peaks are shown (or natural frequencies) are the same for all 

measurement areas. Furthermore, there is no significant difference between the transfer functions of 

the line and the area at the top of the stator arm. The negligible difference here can be attributed to 

the definition of these measurement areas. The position of the “Top Line” is a part of the “Top 

Area”, and thus, both will share similar characteristics. Thus, between these two measurement areas, 

and within the scope of this thesis, the line at the top of the stator arm would be preferred. This area 

needs a shorter measurement time (due to having fewer measurement points) and yields the same 

result. 

With regards to the other two measurement areas, the general trend and the positions of the 

resonance of the peaks are also the same as the first two. This can be explained as the structures (the 

stator arm and the generator ring) are fully bolted into each other, creating a final rigid structure. 

Therefore, the overall vibration would be homogeneous (in the sense that the general vibration 

characteristic would be the same). These two have lower peaks within the spectrum (compared to the 

“Top Line” or “Top Area”) due to having different vibration speeds, this is caused by a closer 

distance to the excitation point. 

Furthermore, Figure 3-55 shows that regardless of the measurement area, the effect of the particle 

damping is noticeable and measurable.  The reduction effect, considered at the   

Therefore, the choice of measurement area would be based on the time required to complete the full 

evaluation. For this reason, the line at the top of the stator arm would be chosen to be assessed. 

Because the number of measurement points here is the least, the measurement time is also the 

shortest. 

 

3.2.4.2 Choosing excitation point 

The scientific and engineering principles of choosing the correct excitation point are based on modal 

analysis, a more complex variant of vibration analysis used in this thesis. Due to limits in scope, this 

topic would only use basic knowledge, rather than in-depth analysis of the field.  

Generally speaking, when the input force is set at natural frequencies, the specimen would vibrate at 

a “fixed” form, known as mode shape. Each frequency would yield a typical mode shape, and each 

mode shape is matched with the appropriate frequency. When this happens, there are interesting 

features in the shape, called nodes (stationary points) and anti-nodes (point vibrating with the 
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maximum amplitude). The positions of nodes are of particular importance, because if the excitation 

points are the same at these nodes, then some mode shapes will disappear. Concerning the Frequency 

response function (as we as the vibration speed signal), it means that peaks of certain frequencies 

will not be shown anymore (Hewlett Packard, 1986; Crystal Instruments, 2016). 

This would make the analysis not being done fully and completely. In a broader sense, it would miss 

a few natural frequencies, which are seen as critical safety parameters in various fields of 

engineering. For this reason, the effect of different excitation points must be investigated, in order to 

prevent an accidental application of excitation during the main experiments of the thesis. 

A total of four excitation points are investigated in this section. Their positions and their respective 

transfer functions are shown in the following two pictures. 

 

Figure 3-58: Excitation points on the generator ring 

1  2  3  4 
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Figure 3-59: Transfer functions for different excitation points 

 

Figure 3-60: Force signal from different  excitation points 
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From Figure 3-59, it is seen that if the impulse is delivered at Excitation point 1, the resonance 

frequency at 330 Hz has disappeared. This suggests the possibility that this is a node of the system. 

However, more tests would be required to verify this theory. This process is not a part of this thesis, 

so it will not be done. 

Furthermore, Figure 3-60 shows that by using different excitation points, the spectrum would be 

slightly different from each other. The peaks at multiples of 50 Hz (shown in  Figure 3-12, Figure 

3-28, Figure 3-31, and partially in Figure 3-53) have also disappeared, confirming the idea put forth 

in section 3.2.2.2. Figure 3-59 shows that, by using Excitation point 3, the obtained spectrum is the 

easiest to observe. The peak at 170 Hz has a good difference compared to the surrounding zone, and 

the rippling effect (due to using the Rectangular window function) is less compared to others. Hence, 

Excitation point 3 will be used for the main experiments of this thesis. 

 

3.2.4.3 Generator’s signal 

Section 3.2.2.2 above mentions that it is not plausible to achieve reproducibility with some form of 

signals. The particular signals being considered in this section are White noise and Pseudo random. 

The first form of signal is defined as a random signal, of which the spectrum is flat after being 

adapted to the concerned bandwidth. Meanwhile, Pseudo random is a signal being generated in the 

frequency domain, using a uniformly distributed random number (Polytec GmbH, 2018). An in-

depth study about these two signals (as well as other signals available in the program) is not within 

the scope of this thesis, however. 

In order to use these signals, the force sensor must be directly attached to the generator ring. An 

illustration of this can be seen in the figure below. 

 

Figure 3-61: Fixing the force sensor on the generator ring 
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Figure 3-62: Inability to reproduce the result with the Pseudo random signal 

 

Figure 3-63: Inability to reproduce the result with the White noise signal 
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As seen from the two charts above, attaching the force sensor on the generator ring and using related 

signals failed to reproduce the result, here defined as having a difference of 1 dB or less for the peaks 

in the spectrum. Using Pseudo random signal, the difference of 1.1 dB is seen at 330 Hz and 0.9 dB 

at 50 Hz. While may not be a real peak, the peak at 12.5 Hz shows a variance of 2 dB. Using White 

noise signal, 2 dB and 1.2 dB differences are observed at 100 and 43.75 Hz respectively. 

With no reproducibility being made, the measurement result would not be trustworthy, and therefore, 

these two signals as well as attaching the sensor on the generator would not be used in this thesis. 

The reason why reproducibility is not obtained is not a target of this thesis. However, it is suspected 

that there are more uncertainty sources in this setup, including a not perfectly perpendicular shaker 

rod (especially where both ends are fixed), more components between the rod and the generator ring, 

as well as the randomness nature of the signals being used. 

 

3.2.4.4 1/3 Octave band 

Octave band can be defined as a frequency range between two values, where the ratio between them 

is determined beforehand. The specific octave band used in the program is 1/3 Octave band, a form 

of bandwidth analysis (Polytec GmbH, 2018). Bandwidth analysis is quite useful when there are 

random or broadband vibration in the spectrum, where no sharp peak would be made. This is in 

contrast with constant or tonal frequencies, where peaks would be produced and they can be 

represented as a function of time (Amick & Bui, 1991). 

In fields such as acoustics, instead of analyzing the frequency content on each individual frequency 

line (or FFT line in this thesis), the spectrum would be evaluated by parallel bandpass filters. The 

bandwidth would be either a full octave or 1/3 octave. For a full octave, the ratio between the highest 

and lowest frequency is approximately 2 times, and the bandwidth is approximately 0.70 the central 

frequency. The values for the 1/3 octave band are 1.2589 and 0.23 respectively (Brandt, 2011). 

Ülgen, et al. summarised in their paper in 2016 that the 1/3 octave band can be used to simplify the 

vibration spectrum.  

In this thesis, the values given on individual spectral lines within every octave band will be 

computed together to generate a characteristic value for the said band. On the one hand, it allows the 

charts to be observed much easier. On the other hand, the precise location and values of the peaks 

would be lost. This graph would be helpful to complement the normal graph of the frequency 
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spectrum, especially when there are multiple lines or when the effectiveness of particle damping is 

not so clear. 

An illustration on the supportiveness of the 1/3 octave band chart can be extracted from the work of 

Amick and Bui: 

 

Figure 3-64: Conversion from normal frequency spectrum (bold line) to 1/3 Octave band (thin line, X marker) helps to improve 
visibility of the chart (Amick & Bui, 1991) 

 

3.2.5 Final setup for the thesis’s measurements 

As studied in section 3.2, the parameters for the experiment have been set up, and they are concluded 

as follows: 

 Using a scaled model of the generator ring and stator arm. 

 Using the transfer function in the frequency domain and the logarithmic scale to evaluate the 

damping effect. 

 The process of converting from the time domain to the frequency domain is FFT. 

 The shaker will deliver an impulse, effectively a knock on the test specimen. 

 The white hammer is used alongside the impulse signal of the generator 

 The line at the top of the stator arm is chosen for evaluation 

 The laser scanner is set at 2.65m from the stator arm 

 Signal averaging is done over 9 points with the complex type 

 A low-pass filter of 2 kHz is used 
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 A bandwidth of 20 kHz and 12800 FFT lines 

 The Rectangular window function is used 

 

3.3 Measurement procedure 

After applying the setup for the parameters (the overall setup of hardware is shown in Figure 3-5 and 

the parameters concluded in section 3.2.5 above), the experiments can be carried out. The main goal 

is to compare the damping effect using different filling volumes, and different packages at the same 

volume. The granulated rubber is used as the particle damping in this thesis. 

 

Figure 3-65: OvGU Rubber 

The damping effectiveness will be evaluated via two different settings. In the first test, the stator arm 

would be filled with various volumes of materials to evaluate the damping effect. For the second test, 

materials would be filled into balloons (come in two different sizes), the effectiveness of particle 

damping in two scenarios will be compared against the pure particle damping of the same mass. 

In both cases, the reproducibility will also be checked. This is done by first doing the measurement 

on a blank specimen as the reference, then removing the stator arm, fixing it again with the same 

tightening torque, and then carrying out the measurement on it again. If this value matches the 

reference result at the beginning of each test, then it can be said that the result is reproduced and the 

experiment is trustworthy. 
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4 Result 

4.1 Reproducibility 

This section would check the reproducibility of the experiments. As can be seen from the graph 

below, the measurement result of the first set of experiments is reproducible, which means that the 

measurement data of the experiment is trustworthy. The second set also reports the same result. 

 

Figure 4-1: Reproducibility of the first set of experiments 

 

4.2 Different filling volumes 

In the first test, various volumes of granulated materials would be used to fill in the stator arm. A 

total of six amounts would be used (60, 100, 200, 300, 400, and 500 mL) with the hypothesis is that 

the damping effect would increase with the rise of filling volume. 
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Figure 4-2: Filling the stator arm with 400 mL rubber 

The effectiveness of particle damping can be seen in Figure 4-3 and Figure 4-4. Here, an octave band 

graph is used to illustrate the damping effect more clearly. Due to the scaling of the graph and the 

width of the peaks, the reduction is not clearly illustrated. Furthermore, using the 1/3 octave would 

simplify the graph, making it much easier to understanding even for non-specialists. 

The result of the experiments proves that particle damping can function as expected: there is a clear 

reduction in vibration. The more granulated material is used, the more damped the structure is. The 

hypothesis put forth has been proven correct.  

Table 4-1: Reduction at peak different frequencies with various rubber volumes 

Frequency (Hz) 

Filling volume 
50 100 170 300 330 

60 mL 0.601 dB 3.366 dB 3.261 dB -0.009 dB 0.067 dB 

100 mL 2.543 dB 3.471 dB 4.948 dB 0.031 dB -0.382 dB 

200 mL 6.893 dB 5.472 dB 2.850 dB 0.156 dB 0.615 dB 

300 mL 6.649 dB 8.423 dB 4.730 dB 0.560 dB 1.281 dB 

400 mL 8.708 dB 
11.201 

dB 
5.808 dB 1.149 dB 2.262 dB 

500 mL 8.718 dB 
14.634 

dB 
6.778 dB 1.701 dB 2.764 dB 
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The damping effect is most evident in the lower frequency (50 and 100 Hz). Meanwhile, for the 

higher frequencies (most notably 300 and 330 Hz), the damping effect is not that clear. This effect 

can be attributed to securing the stator arm into the generator ring (see section 3.2.2.1). A torque of 7 

Nm might be too high, where it limits the vibration of the stator arm. With a limited vibration, there 

would be little for the damping effect to act on, which leads to a more modest effectiveness of 

particle damping. 

In addition, certain vibration reductions are in the negative range (see Table 4-1), this means that the 

vibration is increased, not decreased. While sounds counter-intuitive, it should also be noted that the 

increased value here is very low (always under 0.5 dB, or 6% difference), and thus can be classified 

as “no effectiveness in vibration reduction”, with the variance seen here as “noise”. 

 

4.3 Usage of packages 

As mentioned above, the second set of experiments will investigate the effectiveness of particle 

damping if the granulated material is packed into containers. For this reason, air balloons are used as 

packages for this set of experiments. The hypothesis is that, by having containers, there should be 

more collisions, increasing the effectiveness of the damping. 

There are two balloon sizes available for this set of experiments, and they are subsequently dubbed 

“big packages” and “small packages”.  The damping abilities are then compared with pure particle 

damping (with the same mass of granulated materials). In this specific experiment, the mass of the 

material is 130g. 

 

Figure 4-5: Big balloons being packed into the stator arm 
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Figure 4-6: Small balloons being packed into the stator arm 

Individually speaking, each small balloon is packed tightly, while the big balloon is not filled up 

fully. However, within the context of filling up the stator arm, both types of balloons are packed as 

tightly as possible as seen in the two figures above. Personal observation and feeling report that it is 

easier to do so using the big balloons. These features may play a part in the effectiveness of particle 

damping in this scenario.  

The damping effect observed in this experiment is similar to the result observed in the first 

experiment, where the vibration is greatly damped in the low-frequency section (for the first 2 peaks 

at 50 and 100 Hz) while the later peaks (at 300 and 330 Hz) see no major reduction. The vibration 

reduction effect can be summarized as below: 

Table 4-2: Reduction at peak different frequencies with different types of balloons 

Frequency (Hz) 

Type 
50 100 170 300 330 

Small balloons 4.231 dB 6.913 dB 3.878 dB 0.670 dB 1.779 dB 

Big balloons 2.253 dB 9.550 dB 3.239 dB 0.988 dB 2.401 dB 

Particle damping 7.816 dB 5.460 dB 3.037 dB 0.969 dB 0.554 dB 
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5 Conclusion and discussion 

As seen from the charts and tables of this chapter 4, particle damping is proven via experiments that 

it can reduce vibration, with the specific application on a scaled model section of a wind turbine 

generator. The most vibration reduction can be achieved in the lower frequency range (up to 200 

Hz), though this might be due to the experimental setup in this thesis, and not due to the limit of 

particle damping. In addition, with more granulate material, the damping effect would increase. 

Furthermore, increasing the number of collisions in particle damping (by packing the granulated 

materials into smaller packages, such as balloons) would slightly increase the damping effect. 

However, this slight increase (when taken average) is very small and can be neglected. Furthermore, 

using bigger balloons would yield a better result compared to using small balloons. This can be 

attributed to how the balloons are prepared in this thesis. 

It has been proven experimentally that particle damping can reduce the vibration of mechanical 

components within the wind turbine. However, the excitation signal in this thesis is an impulse, 

which is only a singular event and has a high magnitude. Furthermore, the test specimen here is only 

a section and a scaled model. This means that this thesis is more similar to provide a general concept 

than an in-depth study. A scaled model of a full generator or pseudo-random excitation signals 

should be applied in the next set of experiments. 

In full-scale application, it would not be wise and safe to simply fill up the cavity inside components, 

this would add a significant mass within the nacelle of the wind turbine, which is already at a 

considerable elevation to the ground. This would lift the center of gravity up, increasing the risks 

during operation. Furthermore, to fill up the interior with granulated material, sufficiently large holes 

must be made on the structure, which might compromise the integrity of the generator. 

A solution for that might also be extracted from this thesis, which involves the usage of packages. 

Using them would increase the number of collisions and the amount of friction of the particles, 

which would then improve the damping effect of the system. Furthermore, this would also lead to the 

option of externally attached modules of PD, requiring less modification and more user-friendly 

compared to directly filling the interior with granulated materials. 
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